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Abstract

The goal of this project is to apply system identification techniques to model people’s

perception of emotion in music as a function of time. Emotional appraisals of six selections

of classical music are measured from volunteers who continuously quantify emotion using

the dimensions valence and arousal. Also, features that communicate emotion are extracted

from the music as a function of time. By treating the features as inputs to a system and the

emotional appraisals as outputs of that system, linear models of the emotional appraisals

are created. The models are validated by predicting a listener’s emotional appraisals of a

musical selection (song) unfamiliar to the system. The results of this project show that

system identification provides a means to improve previous models for individual songs

by allowing them to generalize emotional appraisals for a genre of music. The average

R2 statistic of the best model structure in this project is 7.7% for valence and 75.1% for

arousal, which is comparable to the R2 statistics for models of individual songs.
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Chapter 1

Introduction

1.1 General

Music has the ability to communicate emotion and thus emotion can be perceived in

music[24]. However, establishing exactly how music communicates emotion is a topic of

much debate. This thesis aims to investigate how music communicates emotion by creating

models of emotional appraisals of musical stimuli as described by listeners.

This investigation is accomplished by creating models using system identification tech-

niques. The process of creating models is based on the analysis of emotional appraisals to

a variety of musical stimuli. Once the models are created, it is possible to gain insight into

the importance of features of the music by examining the model.

1



CHAPTER 1. INTRODUCTION 2

These models can also be used to predict a listener’s emotional appraisals of several

different songs of the same genre. Using a model to predict appraisals for multiple songs

can generalize how musical features influence a listener’s perception of emotion. Each

model can be validated by comparing the model’s predictions of emotional appraisals to

true emotional appraisals.

System identification is used because it overcomes many of the difficulties associated

with previous efforts to analyze continuous emotional appraisals[24]. By overcoming these

difficulties, further analysis of continuous emotional appraisals should be more appealing.

1.2 Organization of Thesis

This thesis is organized to clearly evaluate the use of system identification for modeling

continuous emotional appraisals of music. Any discussion that supplements the main body

of the thesis can be found in the appendix.

Chapter 2 provides the background necessary for the thesis. Section 2.1 defines emotion

and introduces methods of measuring emotional appraisals of music. Section 2.2 describes

musical features and how they are measured.

Chapter 3 discusses general approaches that can be taken to model emotional appraisals

of music. Section 3.1 is a literature review discussing how emotional appraisals of music
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have been modeled previously. Section 3.2 introduces system identification and how it can

model emotional appraisals of music.

Chapter 4 discusses the specific approach taken to model emotional appraisals of mu-

sic in this thesis. Section 4.1 summarizes the issues raised in the previous two chapters

and lists objectives for overcoming these issues. The remainder of Chapter 4 discusses

the methodology and evaluation techniques used to apply system identification to model

emotional appraisals of music from musical features.

Chapter 5 provides the results of applying the methodology described in Chapter 4.

Finally, Chapter 6 summarizes the results of Chapter 5, provides conclusions and recom-

mendations for future development.



Chapter 2

Background

2.1 Emotion and Music

2.1.1 Emotional Appraisals and Responses

There is no unanimously agreed upon definition of emotion[7]. However, if we consider

Bower’s network theory of emotion, a working definition of emotion can be obtained[1].

According to Bower’s network theory, every emotion is represented by a “node” in the brain

that is associated with autonomic reactions and expressive behaviours for that emotion.

When stimuli activate an emotion node above a threshold, the emotion node produces pat-

terns of autonomic arousal and expressive behaviour commonly assigned to that emotion.

From this theory, emotion can be defined either as the nodes or a cluster of behaviours and

4



CHAPTER 2. BACKGROUND 5

reactions connected to that emotion node[24].

When presented with emotional stimuli, a person may experience the autonomic re-

actions and expressive behaviours associated with an emotion. In this thesis, the term

“emotional response” is used to indicate the person’s experience of emotion. However, a

person may simply recognize the emotion in stimuli without experiencing the reactions

or behaviours associated with the emotion[7]. To recognize the emotion in stimuli, the

stimuli are appraised and associated with particular emotion nodes. In this thesis, the

process of recognizing emotions in stimuli is referred to as “perceiving emotion” and the

term “emotional appraisal” is used to indicate the emotion perceived to be in the stimuli.

There are three advantages to study emotional appraisals over emotional responses.

Firstly, emotional responses to the same stimuli can vary depending on many factors ex-

ternal to the stimuli. For example, if a person is in a positive mood, the emotional response

they have to a stimulus could be quite different than the emotional response they would

have to the same stimulus if they were in a very bad mood[7][26]. Also, a person can asso-

ciate stimuli with a memory that causes an emotional response different from the emotion

they appraise from the stimuli (e.g. if music appraised to be happy is associated with an

unhappy event, the emotional response could be unhappiness even though the emotional

appraisal is happy)[7][13]. With respect to music, emotional appraisals are more consistent

than emotional responses[24].
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The second advantage of studying emotional appraisals is based on our investigation of

how emotion is communicated. If we consider the stimulus to be a medium for communicat-

ing emotions, it can be argued that emotional appraisals are more intuitive to investigate

than emotional responses. For example, if facial expressions are considered to be a medium

for communication, a primary goal of crying is to communicate that a person is unhappy,

not necessarily to induce the experience of unhappiness in other people[9]. Investigating

another person’s emotional appraisal would involve determining whether they recognize

unhappiness from the facial expression. However, investigating that person’s emotional

response would involve determining whether they are sad to see the unhappy facial expres-

sion. Because a goal of an unhappy person is to communicate their own emotion, it can

be argued that investigating another person’s emotional appraisal of the stimulus is more

informative about the communication medium than investigating that person’s emotional

response.

The third advantage of studying emotional appraisals is logistical. There are several

reliable methods to measure emotional appraisals, but measuring emotional responses can

be prone to biases or involve many different, simultaneous measurements (e.g. physiological

reactions, subjective feeling, motor expressive behaviour)[7].

The process of appraising stimuli is time-varying. Assuming a person is capable of

sensing their surroundings and that the world is changing around them, stimuli perceived



CHAPTER 2. BACKGROUND 7

by a person will change with time. For this reason, stimuli are considered to be time-

varying. As stimuli change, emotional appraisals of the stimuli are capable of changing as

well. Therefore, we must consider emotional appraisals to be time-varying.

2.1.2 Measuring Emotional Appraisals

Measuring emotional appraisals of stimuli is accomplished by having the person report the

emotions they perceive in the stimuli. This can be done in several different ways such

as verbal descriptions, choosing emotional terms from a list, or rating how well several

different emotional terms describe the appraisal[7][24]. These will be briefly described in

the following paragraphs but are more comprehensively reviewed by Schubert[24].

Verbal descriptions of a person’s emotional appraisal provide the most freedom in de-

scribing the emotions perceived in the stimuli. However, people describe their emotions

using different words and different levels of detail[24]. Therefore, the verbal descriptions

from different people can be difficult to compare to each other.

Emotional appraisals can also be described by having a person choose emotional terms

from a checklist to describe the emotions perceived in the stimuli. The perceived emotions

can be analyzed by determining the terms common to particular stimuli. However, the

type of statistical analysis that can be applied to the checklist is usually limited[24].

The third method is an extension of the checklist approach. Instead of a checklist of
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emotional terms, the person is asked to rate the relevance of emotional terms on a numerical

scale[24]. The emotional terms used need to be carefully selected to avoid ambiguity. Also,

there should be a limited number of terms to make it feasible to measure how the appraisal

of the stimuli changes with time. If these conditions are met, this technique of measuring

emotional appraisals appears to be the most promising method to use in this thesis.

By rating emotional terms, emotions can be described using a vector. The dimension of

the vector is the number of emotional terms and each component of the vector corresponds

to the rating assigned to the corresponding emotional term. In other words, the emotional

terms can be considered components or dimensions of emotion. Fischer et al. illustrate that

splitting emotion into dimensions is consistent with Bower’s network theory of emotion[6].

The next step is to decide what components (emotional terms) to use so that many

emotions can be described using few dimensions. Dividing emotion into the components

that form a basis to describe as many emotions as possible is appealing. However, the num-

ber of components and the type of components vary between studies (e.g. [5][23][24][30]).

Results from multivariate analysis studies have “. . . suggested that many, perhaps most,

emotions recognised in music may be represented in a two-dimensional space with valence

(positive vs. negative feelings) and arousal (high–low) as principal axes . . . ”[7]. These are

the dimensions suggested by Russell to describe emotion[21].

Figure 2.1 is an adapted version of Russell’s figure showing how several different emo-
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Figure 2.1: Possible descriptions of emotion using valence and arousal[22].

tions can be described using the dimensions valence and arousal[22]. Valence refers to the

happiness or sadness of the emotion and arousal is the activeness or passiveness of the

emotion[25]. A positive valence corresponds with positive emotions such as joy, happiness,

relaxing and a negative valence corresponds with negative emotions such as fear, anger

and sadness. In the other dimension, emotions such as anger, excitement and interest

are more arousing than emotions such as sadness, relaxed or bored. Each component can

be quantified by limiting the range of each dimension to [−100%, 100%] and rating each
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component on this scale[25].

By describing emotion using the two dimensions of valence and arousal, a person can

describe his/her emotional appraisal on a computer by using a joystick, mouse or similar

input device. The person would use the input device to move a cursor around in the

two-dimensional emotion space (2DES) and the cursor position would correspond to the

emotional appraisal. By recording how the cursor position changes with time, the person

can easily describe how his/her emotional appraisals change with time as the stimulus

changes. FEELTRACE[3] and EmotionSpace Lab[25] are examples of software that are

able to collect reliable time-varying emotional appraisals using a 2DES to emotionally

appraise stimuli (e.g. words, faces, music and video). People appear to find this approach

more intuitive than checklists or standard rating scales but the data are more difficult to

analyze[13].

2.1.3 Perceiving Emotion in Music

Music cognition researchers often investigate how music evokes an experience and percep-

tion of emotion. Work has been done on analysing the role of particular features in music

(e.g. [8][28]), modeling how musicians express emotion while they perform (e.g. [12]) and

how listeners of music perceive emotion (e.g. [24]). A common goal shared by these studies

is to determine the features in music that communicate emotion. In this thesis, the goal
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is to model how emotions are perceived from musical features so the focus will be on how

listeners of music perceive emotion.

When people perceive emotion in music, there are some emotions that are reliably

perceived and other emotions that are confused with different emotions[7]. The emotions

that are reliably perceived (i.e. happiness, sadness), each appears to have a distinctive

arousal and/or valence. Generally, the emotions that are confused (i.e. calm vs. sorrow,

anger vs. fear) appear to have similar arousals and valences. This may mean that while

emotion may consist of other components than arousal and valence, these two components

may be the ones that are most clearly communicated through music. These reasons provide

additional motivation for using the 2DES to emotionally appraise music.

2.2 Musical Features

To model a person’s emotional appraisal of music, the music needs to be represented in a

form suitable for modeling. The music is assumed to have certain properties or attributes

that allow emotional appraisals to be distinguished. Measurements are then taken of the

music that either directly or indirectly represent the properties[4]. Musical features are

functions of the measurements that facilitate the modeling process and are used in the

models. For example, measurements useful for modeling can be treated as features or
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new features can be calculated as functions of other features. Ideally, the musical features

quantify and represent all of the properties about the music needed to model emotional

appraisals1.

Musical features can be considered either global or local. Global features are measured

over an entire selection of music (e.g. dynamic range, genre, etc.). Global features can

only be obtained by analysing the whole selection of music and are not time-varying. Local

features are measured over small sections of time and re-measured many times over the

selection of music (e.g. loudness, pitch, etc.). Since emotion is treated as a time-varying

quantity in this thesis, only local features will be considered.

Schubert has performed a comprehensive review of studies that determine which musical

properties cause listeners to perceive emotion[24]. The properties identified by Schubert

are dynamics, mean pitch, pitch range, variation in pitch, melodic contour, register, mode,

timbre, harmony, texture, tempo, articulation, note onset, vibrato, rhythm and metre.

There are two different approaches to measure these properties for calculating musical

features.

One approach is to measure, sometimes approximately, these properties using software

1If features are correlated, the feature vectors can be reduced in dimension using techniques such as

principal component analysis or independent component analysis. Reducing the dimension of the feature

vectors reduces the number of parameters in the model. For more information about these techniques,

consult Hyvärinen et al.[11].



CHAPTER 2. BACKGROUND 13

algorithms. Software such as MARSYAS and PsySound can measure some of these prop-

erties, as well as providing measurements based on the human auditory system that may

indirectly measure other properties[2][29]. The advantage of this approach is that it is easy

to measure many different features in a short period of time using standard techniques.

The primary disadvantage to this approach is that the algorithms used to calculate the

features vary in robustness, or may only work under certain assumptions, so care needs to

be taken when using these features.

Another approach to measuring these properties is to have an expert analyze a tran-

scribed version of music as they listen to the music. This approach can be used to estimate

features such as tempo, dynamics and metre. The primary advantage of this approach is

that it can be used to measure properties difficult to measure using software algorithms

(e.g. tempo). The disadvantages include variations and bias due to subjectivity (e.g. beat

detection can vary by a few milliseconds resulting in an artificially varying tempo) and it

can be time-consuming.

Finally, some properties are difficult to quantify in a meaningful way (e.g. rhythm), or

are unknown. Until these properties can be quantified, they cannot directly be included in

a mathematical model. If these properties are necessary to model emotional appraisals, and

if other features cannot indirectly represent these properties, the model will not perform

as well as desired.



Chapter 3

Models of Emotional Appraisals

3.1 Review of Current Models

3.1.1 Introduction

Most research on emotional appraisals of music focus on determining the musical properties

that communicate emotion, or focus on verifying these musical properties by composing or

performing music to convey particular emotions. These studies must be considered when

selecting the musical features used in the models, but they do not provide much insight

into possible modeling techniques. Only a small amount of research into modeling emo-

tional appraisals has been done. The following sections describe models used to estimate

a listener’s emotional appraisals to musical stimuli.

14
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3.1.2 Mapping Musical Instruments

Suzuki and Hashimoto modeled emotional appraisals of tones played on different instru-

ments[27]. Emotional appraisals were measured relatively by comparing the similarity

between pairs of instruments. The goal was to map the timbre of an instrument to a two

(or three) dimensional emotion space using these similarity measures.

Sounds for twenty-two different instruments were used in the experiments. A 1.5 sec-

ond recording of each instrument playing one note was recorded digitally at 44100Hz. A

spectrograph measuring the power spectrum of the audio data as a function of time was

represented using a 128 dimensional vector. Principal Component Analysis (PCA)[11] was

then applied to reduce the dimensionality of the vector to p.

Each subject was asked to listen to all possible pairs of ten of the instruments. While

listening to the pairs of instruments, the subject was asked to evaluate the similarities of

their emotional appraisals to the two instruments presented. The similarity was measured

using a seven grade score from similar–1 to not similar–7.

A nonlinear mapping was then estimated to place the instruments in a space so that

the similarity measures between pairs of instruments correspond to the euclidean distance

between the instruments in that space. The nonlinear mapping was constructed using

a three-layer perceptron neural network. The input to the nonlinear mapping is the p

dimensional vector representing the audio data of the instrument and the output is the
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estimated location in the emotion space for that instrument. The nonlinear mapping is

trained by setting the similarity between two instruments equal to the desired euclidean

distance between the two instruments in the emotion space (and backpropagating the

error).

Once the nonlinear mapping was determined, the remaining twelve instruments were

mapped to the emotion space. The mapped instruments were in a location very similar to

where they would be by calculating the mapping using a multidimensional scaling method.

This modeling framework is able to generalize emotional appraisals to any instrument.

Unfortunately, the axes of the emotion space have no direct interpretation. Also, these

models have only been tested on single notes from instruments so it is unclear how to

map a sound of multiple notes from multiple instruments. The authors mention that pitch

and loudness affect emotional appraisals but it is unclear if the location of the mapped

instruments would change if they were all played at a different pitch and/or loudness.

However, this model provides a promising method of representing the musical property

timbre as a two (or three) dimensional vector of musical features.

3.1.3 Classifying Musical Selections

Li and Ogihara modeled emotional appraisals of 30 second selections of songs from four

different genres of music[14]. Emotional appraisals were classified into 13 different emotion
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groups and 6 different emotion “supergroups”. The goal was to identify the emotion groups

that could be associated with each selection of music.

Random thirty second selections of 499 different songs were used in this study. A 39

year old male listened to each selection of music and identified the emotion groups and

supergroups that he felt should be associated with the selection of music.

Thirty features were extracted from the musical selections using MARSYAS and stored

in a vector. The features selected were used to represent the musical properties of timbral

texture, rhythmic content and pitch content.

Fifty percent of the musical selections were used to train a set of binary classifiers.

There was one classifier for each emotion group/supergroup and each classifier identified

whether or not the music should be associated with that emotion group. Support vector

machines (SVMs) were used as the classifiers and the 30-dimensional feature vector for the

music was the input to the classifier.

The remaining data were used to evaluate the performance of the set of binary classifiers.

An information retrieval performance measure, the breakeven point, was calculated and

found to be approximately 45% with 13 emotion groups and increased to approximately

50% with 6 emotion supergroups. The authors state that this performance is poor and

suggest that performance could be improved by including genre/style information, using

more data, improve the method of labeling the data, or using different features.
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Although the performance is poor, this modeling framework is able to generalize emo-

tional appraisals of musical selections from a variety of genres of music. Because only one

person identified the emotion in the musical selections, this study cannot be used to gener-

alize emotional appraisals of music for a population of listeners. This study assumes that

the emotional appraisals are fairly constant over the 30 second selection of music, which

may not always be true. Also, this study suggests that by properly labeling emotional

appraisals, limiting the music selection to one genre of music and using many different

features, a model with improved performance can be created.

3.1.4 Time Series Analysis

Schubert modeled emotional appraisals of four selections of classical music[24]. Emotional

appraisals were measured using the dimensions valence and arousal in the 2DES as a

function of time. The goal was to model the emotional appraisals of each song as a time

series using musical features as input variables.

Four different selections of classical music were appraised by 67 different people using

Schubert’s EmotionSpace Lab software. The cursor position in the 2DES, corresponding to

the listener’s emotional appraisal of the music at a particular moment in time, was recorded

every second. A mean emotional appraisal as a function of time was then calculated by

averaging across participants at each second of music.
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Local musical features were extracted from the four songs every second to represent the

properties of loudness, pitch, tempo and texture. Loudness was represented using Densil

Cabrera’s algorithm to measure A-weighting decibels (dBA)[2]. Pitch was represented

using the features power spectrum centroid and MIDI note number of the melody. Tempo

was represented by having a musical expert estimate the instantaneous beats per minute

(BPM) by examining the audio file and the score. Texture was represented using the

number of instruments playing concurrently1.

For each song, a first-order differenced OLS linear regression model (or, equivalently,

a first-order FIR model[15]) with first-order autoregressive noise was fit to the arousal

component of the emotional appraisal. Another model of the same architecture was fit

to the valence component of the emotional appraisals. The lags used for each feature are

those determined to be statistically significant from zero in the residual cross-correlation

function.

Schubert demonstrated that combinations of musical features could explain 30-70% of

first-differenced emotional appraisals using these models. Schubert was also able to infer

some causal relationships between particular musical features and emotional appraisals.

This appears to be the first attempt to analyze time-varying emotional appraisals.

1For a list of rules Schubert used to determine the number of instruments playing from the score, see

p. 261 of Schubert’s thesis[24].
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More sophisticated linear and nonlinear models can easily extend these models. With this

approach, a model needs to be created for each song so one model cannot generalize to

other songs.

3.2 Motivation for System Identification

The goal of this thesis is to model time-varying emotional appraisals. Ideally, the models

should be able to generalize what the emotional appraisals should be for any song within a

genre of music. The models reviewed are either able to generalize emotional appraisals or

model time-varying emotional appraisals, but not both. System identification is a signal

processing technique that can be used to achieve both of these goals[15].

To understand system identification, the terms signal and system need to be defined. A

signal is a function of time (and/or other independent variables) that contains information

about the nature of some phenomenon. A system responds to particular signals to produce

observable signals. In other words, input signals interact in a system to generate observable,

output signals. For a further discussion about signals and systems, see Oppenheim et al.[19]

and/or Porat[20].

System identification is a technique to create mathematical models of a system given

examples of its input and output signals. A traditional application of system identifica-
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tion is to model a system so that the output signals can be controlled2. The models are

formulated to predict the output of the system to any given input signal. The models are

usually parameterized so that a vector ~θ completely characterizes the model. The goal of

system identification is then to select the value of ~θ so that the model best represents the

observed data. The model is never accepted as the “true” description of the system but

rather as a tool to describe the aspects of the system that are of interest to the user.

Typically, the models used in system identification assume that the output signals are

caused by a deterministic function of the inputs, delayed versions of the inputs and a

stochastic noise process. The noise can be auto-correlated, and if there is feedback from

the output, the noise can also be correlated with the inputs.

Experiments are run by applying input signals to the system to record what output

signals the system generates. The input and output data are typically split into training

data and testing data. The training data are used to estimate ~θ. The testing data are used

to validate the model to assess how the model relates to observed data, to prior knowledge,

and to its intended use. If the model is not valid, then a different model is considered and

a new ~θ is considered.

There are several motivations for using system identification to model time-varying

emotional appraisals:

2In control systems literature, the system to be controlled is commonly referred to as the “plant”.
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1. It is possible to model a listener’s perception of emotion as a system by treating the m

musical features as an input signal and the emotional appraisals as an output signal.

The digitally sampled, m-dimensional input signal and two-dimensional output signal

can easily be generated in a similar manner as done by Schubert[24]. The system

to model represents the generation of emotional appraisals in the human brain from

musical stimuli.

2. Performing time series analysis to examine the relationship between the inputs and

the outputs is limited. Most time series analysis assumes that all signals are either

stationary or homogeneous nonstationary stochastic processes. System identifica-

tion extends time series analysis to pseudo-stationary signals, which consist of a

deterministic component plus a stationary component. Also, system identification

provides techniques to evaluate how well the system generalizes through evaluation

of predicted output signals to arbitrary input signals. This generalization cannot be

directly measured through standard time series analysis.

3. Splitting the emotional appraisal into a deterministic function of the inputs and a

stochastic component is intuitive. The deterministic component may model the cog-

nitive appraisal of the music and the stochastic component would model measurement

error and components of emotional appraisals that are not represented in the model.
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4. The goal of system identification is to predict the outputs of a system given the

inputs to learn how they affect the outputs. In this study, if emotional appraisals of

musical stimuli by a listener can be predicted, the model has successfully generalized

the relationship between musical features and the emotional appraisals. If the models

are successful, it is possible to examine the model to learn how musical features create

the perception of emotion in the listener.

5. System identification literature addresses particular challenges that occur while cre-

ating models. For example, if features are measured at a different frequency than

the emotional appraisals, resampling techniques from signal processing can be used.

Also, emotional appraisals by different people for different songs can be combined

using data fusion techniques. Similarly, if different people appraise the same songs

(input signal), techniques exist for estimating properties of the stochastic component

of the emotional appraisals (output signals)[15].

For the reasons discussed in the preceding paragraphs, system identification will be

used to construct models for emotional appraisals of music. Chapter 4 discusses in detail

the methodology used in this thesis to generate and evaluate models.



Chapter 4

Proposed Method

4.1 Issues

The goal of this thesis is to model the emotional appraisals of music made by a population

of listeners. As discussed in the previous chapters, a model should meet the following

criteria:

1. The measured emotional appraisals of the listeners need to be time-varying.

2. The musical features that are inputs to the model need to represent many musical

properties that communicate emotion and also be time-varying.

3. The model needs to be estimated/trained using emotional appraisals to musical se-

24
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lections representing a genre of music.

4. The model needs to accurately simulate emotional appraisals to any musical selection

from the genre of music.

Currently, no model exists that satisfies all four of these criteria. For this reason, the

primary research concept for this thesis is to show that system identification provides a

means to create a valid model with all four of these properties. Several different models

will be created and evaluated for comparison.

Evaluation of a model will be based on how well it meets all four of the criteria above.

The following sections in this chapter will describe the methodology used to construct

models meeting the first three criteria. To evaluate the final criterion, each model will be

evaluated to measure how well it generalizes emotional appraisals. The evaluation methods

will be discussed in this chapter and the results can found in Chapter 5.

The system identification process consists of six stages that can be performed iteratively.

The first step is the design of the experiment to gather the input and output data needed

to construct models. After the data are collected, the data are preprocessed to minimize

problems in the identification procedures. Then, several model structures are selected to

be evaluated and the criterion used to estimate the models is selected. Finally, the models

are estimated and evaluated to determine how to improve the model. If the model is

inadequate, then other model structures are considered. These steps are described in this
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chapter and the results of the iterative process of model selection, estimation and validation

are described in Chapter 5.

4.2 Experiment Design

The models created using system identification are based entirely on the input and output

data. This means that the set of input data should represent all of the inputs that we

wish the system to model. Similarly, the outputs of the system should represent as many

potential outputs as possible. Because the outputs are assumed to be a function of the

inputs, the inputs selected for use in this procedure must be selected carefully to create

valid models. The inputs determine which parts of the system are investigated during the

experiment. The importance of selecting appropriate inputs becomes even more evident

when considering the cost and time required to create a new set of input data after starting

the analysis.

Ljung provides six guidelines for selecting the input signals[15]. First, to minimize

the bias in the parameters of the model, the experiment needs to resemble the situation

under which the model is to be used. Second, to minimize the variance of parameters

used to describe the models, inputs and outputs should be chosen to make the predicted

output sensitive with respect to each important parameter. Third, to have informative
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experiments the inputs need to be persistently exciting of a large order. Fourth, the inputs

need to be capable of validating and invalidating the models. Fifth, if noise estimation

or reduction is important and the inputs are independent of the noise, a periodic signal

should be used as input. Finally, if the system is nonlinear, the best prior information

available about the system should be used to select the inputs.

In each model, the input signals are the musical features and the output signals are the

emotional appraisals. Therefore, selecting the inputs involves selecting the musical stimuli

that will be appraised by people during a study. Because the system may be nonlinear,

prior information from Schubert suggests that the musical stimuli should be real music as

opposed to melodies or isolated sounds[24]. To be persistently exciting, measurable musical

properties identified to communicate emotion (such as tempo, pitch, volume, articulation,

timbre and harmony) need to vary regularly in the selected music throughout the duration

of the experiment. The songs will be selected to represent a large operating range of the

2DES. Also, by exposing the same songs to different people, the inputs can be treated as

stationary over the ensemble and thus be used for noise reduction. The assumption that

the inputs are independent of the noise process needs to be evaluated.

The input and output signals will be sampled at discrete points in time so the sampling

interval needs to be determined. Given a sampling interval of T seconds (s), the maximum

frequency that can be represented is 1
2T

Hz. Schubert’s EmotionSpace Lab software[24]
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samples emotional appraisals at 1Hz so this is the sampling rate used in this thesis. Thus,

it is assumed that emotional appraisals contain information only at frequencies below

0.5Hz. It would be worthwhile to sample much faster in future studies and then resample

the signal to a desired frequency to ensure all frequencies of interest are collected.

The number of input and output measurements to record is another design variable. To

ensure that each listener is able to concentrate throughout the experiment, the duration

of the session with each listener is limited to twenty minutes[17]. Thus, it is impractical

to have each listener appraise a large number of pieces from the same genre. For the data

to be maximally informative, the musical selections need to differ and vary considerably.

This is accomplished by using as many songs as possible in a twenty minute period that

have been slightly modified for duration1(e.g. [8]).

To satisfy the third model criterion, the musical selections will be from the same genre

of music. The pieces are selected from the Western Art musical style for ease of comparison

with Schubert’s work[24]. Since the total duration of the music is limited to twenty minutes,

it is unlikely that the entire genre will be represented. However, this shortcoming is

acceptable because the goal of this thesis is to show that system identification is capable of

constructing valid models. If the goal was to create a model that is capable of representing

a genre of music, then this shortcoming would need to be addressed.

1Specially composed pieces that cover a large range of inputs and outputs could also be appropriate.



CHAPTER 4. PROPOSED METHOD 29

Table 4.1: Musical selections used in this study.

# Alias Title of Musical Selection Composer Times Duration

1 Allegro Piano Concerto No. 1 – Allegro Maestoso Liszt 0:00 – 5:15 5:15

2 Aranjuez Concierto de Aranjuez – Adagio Rodrigo 7:05 – 9:45 & 5s silence 2:45

3 Fanfare Fanfare for the Common Man Copland 0:00 – 2:50 2:50

4 Moonlight Moonlight Sonata – Adagio Sostenuto Beethoven 0:00 – 0:22 & 3:08 – 5:19 2:33

5 Morning Peer Gynt – Morning Grieg 0:00 – 2:39 & 5s silence 2:44

6 Pizzicato Pizzicato Polka J. Strauss 0:00 – 2:31 2:31

Table 4.1 lists the musical selections from Naxos’s “Discover the Classics” CD (8.550035-

36) that are used in this study as well as the aliases used to refer to them. Portions of

Aranjuez, Morning and Pizzicato were selected to allow comparison with models from

Schubert’s study. Allegro, Fanfare and Moonlight were selected from the same CD and

assumed to contain musical features and emotional appraisals that are different from the

other three songs. The duration of each musical selection is adjusted to be approximately

2min40s to equally weight each song in the models. The duration of Moonlight Sonata is

reduced by removing 0:22 – 3:08 because the music is (almost) identical at 0:22 and 3:08.

The entire duration of Allegro is used because initial testing showed that the emotional

appraisals from this song span a broad range of the 2DES and thus may be more informative

than the other songs. Also, to ensure that each listener has the same amount of time to

finalize their appraisal at the end of each song, five seconds of silence are added to the end
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of Aranjuez and Morning. Finally, these musical selections are burnt onto a CD for use

with EmotionSpace Lab.

For the remainder of this thesis, these six musical selections will be refered to as songs.

Although the term song is technically incorrect, usage of this term improves readability.

4.3 Data Sets

4.3.1 Musical Features

To use the musical selections as input signals in the model, the music needs to be repre-

sented by m time-varying musical features to satisfy the second model criterion. These m

features are measured every second and treated as an m-dimensional vector, ui(t), where

t is the time in seconds when the features are calculated and i is the song number in

Table 4.1. As mentioned in the background, the goal of selecting musical features is to

quantify and represent all of the properties about the music needed to model emotional

appraisals. The methodology used to achieve this goal is described in this section.

In constructing a model, it is important to model true relationships between inputs

and outputs and avoid including false relationships. In general, increasing the number of

features in a model increases the number of parameters in the model. For a fixed amount

of training data, increasing the number of parameters in a model increases the significance
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of variance error or overfitting. Therefore, to reduce the effects of overfitting the model to

the training data, smaller values of m are desirable. This conflicts with the goal to improve

the representation of the musical selection by increasing m. In this thesis, overfitting is

addressed by evaluating how well the model generalizes; many features will be used initially

in the models and evaluation of the models will determine if there are too many features.

The eighteen musical features used in this thesis to achieve the second model crite-

rion are summarized in Table 4.2. All musical features were local features extracted using

PsySound, the FFT extractor from MARSYAS or extracted manually[2][29]. Features are

extracted using established algorithms to minimize subjectivity in the features. PsySound

is used because it extracts psychoacoustic features that represent many musical proper-

ties that communicate emotion. MARSYAS is used for feature extraction because it has

successfully been used in music information retrieval applications.

The diffuse field was used for PsySound analysis because music is the auditory stimulus

and the music may be interpreted as originating around the listener since they are wearing

headphones[2]. The features extracted by MARSYAS were resampled from 44100
512

Hz to 1Hz

using a polyphase, anti-aliasing filter to eliminate high frequency noise[20].

Features are selected to represent the musical properties that communicate emotion

such as dynamics, mean pitch, variation in pitch, timbre, harmony, articulation, tempo,

texture, vibrato, register, mode, note onset, melodic contour, pitch range, rhythm and
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Table 4.2: Musical features used in this study.

Musical Property Alias Musical Feature Extraction Method

Dynamics LN Loudness Level PsySound

NMax Short Term Maximum Loudness PsySound

Mean Pitch Centroid Power Spectrum Centroid PsySound

MeanCentroid Mean STFT Centroid MARSYAS FFT

Pitch Variation MeanFlux Mean STFT Flux MARSYAS FFT

StdFlux Standard Deviation STFT Flux MARSYAS FFT

StdCentroid Standard Deviation STFT Centroid MARSYAS FFT

Timbre TW Timbral Width PsySound

S(Z&F) Sharpness (Zwicker and Fastl) PsySound

MeanRolloff Mean STFT Rolloff MARSYAS FFT

StdRolloff Standard Deviation STFT Rolloff MARSYAS FFT

Harmony SDiss(H&K) Spectral Dissonance (Hutchinson and Knopoff) PsySound

SDiss(S) Spectral Dissonance (Sethares) PsySound

TDiss(H&K) Tonal Dissonance (Hutchinson and Knopoff) PsySound

TDiss(S) Tonal Dissonance (Sethares) PsySound

CTonal Complex Tonalness PsySound

Tempo BPM Beats per Minute Schubert’s method

Texture Mult Multiplicity PsySound
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metre. Seven of these properties are directly represented by features and six others may

be indirectly represented by the same features. These features are described in detail in

the following paragraphs.

Dynamics are represented using PsySound’s loudness level (LN) and short term maxi-

mum loudness (NMax). The weighted and unweighted sound pressure levels calculated in

PsySound for the songs, such as the A-Weighted sound pressure level used by Schubert[24],

were found to be similar to the loudness level and thus were not included. The mean loud-

ness was similar to the short term maximum loudness but appeared to have a smaller

signal-to-noise ratio (SNR) and thus was not included. The two features selected for use

are assumed to be adequate to represent musical dynamics.

Mean pitch is represented using two different power spectrum centroid calculations

from PsySound and MARSYAS (Centroid, MeanCentroid). The mean is measured over

one second windows.

Pitch variation is represented using statistics of the Short-Time Fourier Transform

(STFT) measured by MARSYAS. It is assumed that calculating the standard deviation of

the power spectrum centroid (StdCentroid), the mean of the STFT flux (MeanFlux) and

the standard deviation of the STFT flux (StdFlux) over one second windows will represent

pitch variation.

Timbre is represented primarily using PsySound’s timbral width (TW) and one of
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PsySound’s sharpness measures (S(Z&F)). Zwicker and Fastl’s algorithm for calculating

sharpness is used because the values are similar to sharpness calculated using Aures’s

algorithm but the SNR of Zwicker and Fastl’s algorithm appears to be higher[2]. Even

though the mean and standard deviation of the STFT rolloff (MeanRolloff, StdRolloff) may

not directly represent timbre, they are included because they have been used successfully

in music information retrieval.

Harmony is represented using four different measures of dissonance (SDiss(H&K),

SDiss(S), TDiss(H&K), TDiss(S)) as well as complex tonalness (CTonal). Each of the

four dissonance measures calculated by PsySound are different so no decision could be

made to omit any particular one. Also, the complex tonalness and pure tonalness calcu-

lated by PsySound are very similar for these musical selections so the complex tonalness

is selected arbitrarily.

Tempo was calculated manually using the same method described by Schubert[24].

Some of the music varied in tempo considerably so the beats were manually detected to

overcome shortcomings in beat-detection algorithms. To estimate the beats per minute

(BPM) every second, linear interpolation was used between beats. The tempo of the

silence at the end of each song was assumed to remain constant because the tempo of

silence is meaningless.

Texture is represented using Parncutt’s algorithm for calculating multiplicity (Mult).
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Multiplicity is an estimate of the number of tones playing in the sound and is measured

using PsySound.

There are other musical properties that are assumed to be implicitly represented using

the features above. These properties are articulation, vibrato, register, mode, note onset

and melodic contour. Articulation may be partially accounted for by Zwicker and Fastl’s

sharpness measure. Vibrato may be represented by the pitch variation features. Register

may be represented by the mean pitch and timbre features. The mode may be accounted

for by the harmony features. Note onset may be represented by the sharpness measures.

Finally, melodic contour is assumed to be represented by the mean pitch features because

the model is capable of subtracting a lagged version of the mean pitch to approximate the

rate of change of pitch.

Finally, some musical properties have not been included in the models. Pitch range

is a global feature and thus cannot be represented as an input signal. MARSYAS pro-

vides global features that may represent rhythm and metre but no features were found

to represent rhythm and metre as input signals. The portion of the emotional appraisals

influenced by these musical properties, and other unknown musical properties, are assumed

to be accounted for by the stochastic component of the models.

All of these features will be calculated and m of the features will used in the models.

The value of m will vary depending on which features are being investigated for use in
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particular models. The data collected from extracting features from the musical selections

is described in Section 5.1.1. Graphs of the features can be found in Appendix B.1.

4.3.2 Emotional Appraisals

Emotional appraisals are measured using EmotionSpace Lab, which quantifies emotion

using the dimensions valence and arousal[24]. The emotional appraisal data is collected at

1Hz as volunteers use EmotionSpace Lab to appraise the same six music selections using

the 2DES. This method of measuring emotional appraisals satisfies the first model criterion

because the emotional appraisals can change with time.

Each person who volunteers to emotionally appraise music goes through the same pro-

cedure. First, each volunteer reads an information letter describing the study as well as

the purpose of the research. The study then begins by asking each volunteer five ques-

tions to record their gender, age and musical background using the questionnaire shown in

Appendix A.1. At this point, the volunteer is asked to run EmotionSpace Lab.

EmotionSpace Lab is configured so that each participant goes through a tutorial to

learn how to appraise emotion using the 2DES. During the tutorial, the emotional stimuli

consist of the same words and faces used in Schubert’s study and the volunteer appraises

the stimuli using valence only, arousal only and both valence and arousal[24]. Then, after

a sound check, each participant moves the mouse in the 2DES to emotionally appraise each
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of the musical selections in random order. At the completion of each song, the participant

has the opportunity to rest until they are ready for the next song. After appraising all six

songs, the participant has the opportunity to ask the researcher questions, and is given a

feedback letter thanking them for participating in the study.

The data collected from the studies are described in Section 5.1.2. See Appendix B.2

for graphs of the emotional appraisals.

Finally, two possible approaches are considered for modeling the emotional appraisals

for the sample population. The first approach is to estimate an emotional appraisal that

represents the emotional appraisal of most people in the population. The second approach

is to generate a model for each listener and then compare the parameters of each of the

models to determine what parameter values are typical for the population. Because there

is less computational effort required to use the first approach, and because this approach

allows a direct comparison with the models generated by Schubert, it will be the approach

taken in this thesis.

4.3.3 Preprocessing

To create an emotional appraisal representative of the sample population, the emotional

appraisals are preprocessed in the following manner. First, explicitly deal with outliers and

missing data. Second, to reduce the effects of noise, apply filters to the input and output
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signals. Finally, an emotional appraisal to represent the sample population is calculated

for each song.

The first step is to remove occasional bursts/outliers and handle missing data. Outliers

consist of signals that are non-representative of the rest of the data. For example, data

segments that contain no information or have non-representative data can be considered

outliers. Missing data are unknown signal values at particular points in time due to errors

in the measurement process.

In this study, only output signals (emotional appraisals) have outliers and missing data

because the algorithms used to calculate the input signals (musical features) are assumed

to be robust. During data collection, some output data are missing due to the nature of

EmotionSpace Lab. If the user moves the mouse outside of the 2DES axes, no coordinates

are stored for each second that the cursor is outside of the box[24]. Also, at certain times

the outputs can be considered outliers. For example, some people appraise emotion much

differently from the majority of the people in the sample population; thus at these times,

their appraisals can be considered outliers. Outliers will be identified according to the

following rules and treated as missing data:

Rule 1 If fewer than 10% of the emotional appraisals at a particular region in time are

over two standard deviations away from the mean for the region, treat those appraisals as

outliers.
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Rule 2 If a person’s arousal or valence appraisal is considered to be an outlier by Rule 1

for over 30% of the duration of the song, remove that component of the person’s appraisal

for the entire song.

Rule 3 If removing the emotional appraisals of the first song heard by the participants

reduces the average variance by at least 5% for a component of a song’s appraisal, remove

that component of the appraisal for the participants who heard that song first.

The motivation for Rule 1 is that a minority of the population may re-evaluate their

emotional appraisal during that region and attempt to change it. If this occurs, then the

person may not consider their own emotional appraisal to be accurate for that region. Rule

2 provides a criterion to remove appraisals detrimental to estimating an emotional appraisal

representative of the population. Rule 3 provides a method to remove emotional appraisals

collected while a participant was still learning how to appraise music using EmotionSpace

Lab.

Once the outliers are removed, missing data need to be considered. There are several

approaches that can be taken to process missing data. When the data are non-periodic, typ-

ically a time varying Kalman filter or the Expectation-Maximization algorithm is used[15].

However, since the data are treated as periodic in this study, the outliers and missing data

will simply be omitted from the calculation of the population’s emotional appraisal by

assuming fewer emotional appraisals were recorded at those times.
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The second step is to filter the input and output signals to reduce the effects of noise.

To simplify analysis, assume that people respond to the same emotional stimuli at the same

time with the same amplitude and that noise causes emotional appraisals to vary between

listeners. This assumption may not be accurate but will be considered a starting point

for identifying models to limit the scope of this thesis. Future studies may be concerned

with addressing the possibility that different people have different reaction times to musical

stimuli, may not respond to certain stimuli and may use various sized regions of the 2DES.

The signals can be temporally low-pass filtered to remove high-frequency disturbances

in the data that are above the frequencies of interest to the system dynamics or high-pass

filtered to remove drift, offset and low-frequency disturbance. Filtering the signals before

fitting linear models can optimize the bias and MSE (mean squared error) in the frequency

response[15]. It can be shown that filtering the input-output data is the same as filtering

prediction errors and the same as changing the noise model[15].

To remove offsets in the data and to investigate relative changes in the signals over

absolute values of the signals, the inputs and outputs will be treated as deviations from

their means. In other words, because many frequencies are potentially of interest in the

data, the high-pass filter that will be applied is a notch filter that removes the mean of the

input and output signals (i.e. DC removal). Performing the first difference of the inputs

and outputs is not considered because it over-emphasizes the high-frequencies[15]. Because
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it is unclear what the frequency response should be of a filter to remove high-frequency

disturbances, the data are not low-pass filtered.

The third step is to calculate an emotional appraisal that is representative of the J

people in the sample population. For the discussion that follows, define the following

two-dimensional, time-varying vectors:

γ
ij
(t) the emotional appraisal of person j to song i at time t, j = 1, . . . , J

Y i(t) a random vector describing the population’s emotion appraisal of song i at

time t

y
i
(t) an emotional appraisal representative of the population for song i at time t

ξ
ij
(t) the difference between the representative emotional appraisal and the emo-

tional appraisal of person j to song i at time t; ξ
ij
(t) = y

i
(t) − γ

ij
(t)

The pdf (probability distribution function) of Y i(t) is a function of musical features

and emotional appraisals prior to time t. However, by considering the marginal pdf of

the emotional appraisal as a function of time only, it is possible to calculate an emotional

appraisal representative of the population at a particular time t by considering only the

observed emotional appraisals at t. This is acceptable because the models that will be

identified determine how the musical features and emotional appraisals affect Y i(t).

The vector γ
ij
(t) can be interpreted as the jth observation of Y i(t). To construct

y
i
(t), an emotional appraisal representative of the sample population, statistics such as the
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mean, median or mode of Y i(t) can be used. Because the pdf of Y i(t) is unknown, these

statistics can be estimated from the observations γ
ij
(t). Therefore, y

i
(t) will be a function

of γ
i1
(t), γ

i2
(t), . . . , γ

iJ
(t).

The sample mean of γ
i1
(t), γ

i2
(t), . . . , γ

iJ
(t) can be used to calculate y

i
(t) at time t.

For this to be valid, the mean of the emotional appraisals should represent the data for all

values of t. In terms of model estimation, using the sample mean is equivalent to treating

γ
ij
(t) as a periodic signal that is repeated J times. This implies that ξ

ij
(t) can be used for

noise estimation and that noise is reduced in y
i
(t).

The sample median can also be used to calculate y
i
(t). The advantages of using the

sample median of the emotional appraisals over the sample mean are that y
i
(t) is not as

sensitive to outliers and the median represents the data differently. Unfortunately, the

median may not be as smooth as the mean as a function of t and it is not a linear function

of the individual emotional appraisals so it is more difficult to use for noise estimation.

However, the median may be more representative of the data and so it will be compared

to the sample mean in Section 5.1.3.

It is possible to estimate the mode of Y i(t) at each time t by estimating the pdf using a

nonparametric pdf estimation technique such as Parzen Windows. To accurately estimate

the pdf of Y i(t), J needs to be large[4]. Unfortunately, not enough emotional appraisals

are collected in this study to be able to estimate the pdf of Y i(t) accurately, so the mode
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will not be used to calculate y
i
(t)[4].

The calculations and comparisons of the mean and median emotional appraisals can be

found in Section 5.1.3. After the representative emotional appraisal y
i
(t) is calculated, the

mean is subtracted from it as discussed on p. 40.

4.3.4 Summary

The following summarizes the methodology used to generate the data sets. The results

from applying this methodology can be found in Section 5.1.

1. Measure the eighteen musical features from the six songs to calculate ui(t)

i = 1, . . . , 6

2. Collect emotional appraisal data γ
ij
(t) from J volunteers

i = 1, . . . , 6, j = 1, . . . , J

3. Preprocess the data to remove outliers and calculate y
i
(t)

i = 1, . . . , 6

As part of preprocessing of the data, the sample mean and sample median emotional

appraisals will be compared to determine which represents the population better. Also,

the temporal means of ui(t) and y
i
(t) will be removed.
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4.4 Model Identification

4.4.1 Model Structures

Once the data sets used for training are collected, the next step is to select the model

structures to use. Because there are m inputs and two outputs, only multivariable model

structures are considered. Two linear model structures are investigated in this thesis.

Each model structure is parameterized using a d-dimensional vector θ consisting of all

of the parameters needed to describe the model. The nonparametric impulse response

and frequency response models are also considered but only for validation as described in

Section 4.4.3.

Only simulation models will be constructed in this thesis. A simulation model predicts

the output based entirely on the input signal and delayed versions of the input. The alter-

native, a k-step ahead predictor, assumes that the “true” output is known k samples after

the output was predicted. This implies that the k-step ahead predictor models can only be

used when measured emotional appraisals are available. Because the fourth model crite-

rion requires models to estimate emotional appraisals for musical selections with unknown

“true” appraisals, k-step ahead predictor models are inappropriate.

The model structures considered can be linear or nonlinear. Linear model structures

are simpler to estimate and analyze and nonlinear model structures are complex but more
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flexible. Generally, linear model structures should be considered first and nonlinear model

structures should be considered only if linear model structures are inaccurate. To limit the

scope of this thesis, only linear model structures will be considered2.

The two linear models considered are the ARX (Auto-Regression with eXtra inputs)

and State-Space model structures[16]. These models are the only linear models considered

in this thesis to avoid difficulties estimating other multivariable linear structures. Also,

limiting the discussion to these models allows usage of MATLAB’s System Identification

Toolbox[16].

Given m-dimensional input data u(t) and 2-dimensional output data y(t), the ARX

model structure can be described using the following expression3:

y(t)+A1(θ)y(t−1)+ . . .+Ana
(θ)y(t−na) = B0(θ)u(t)+ . . .+Bnb

(θ)u(t−nb)+e(t) (4.1)

where,

2Preliminary models considered suggest that nonlinearities exist if the means of the input/output data

are not removed from each song. If one felt it important to include the means in the model, there would

be more motivation to consider nonlinear model structures.
3If u(t) were treated as a white noise process, the ARX model would be equivalent to an ARMA model.

However, u(t) is deterministic so y(t) is not an ARMA process.
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Ak(θ) is a 2x2 matrix

Bk(θ) is a 2xm matrix

e(t) is a 2-dimensional white noise process with zero mean

na is the maximum number of auto-regressive terms in the model

nb is the maximum number of lagged inputs in the model

θ is a d dimensional vector containing all of the non-zero elements of Ak(θ) and

Bk(θ)

The matrices Ak(θ) and Bk(θ) are composed of zeroes and the parameters that need to

be estimated from the input and output data.

By introducing the unit-shift operator q, q−ky(t) = y(t − k), it is possible to describe

(4.1) using transfer function matrices:

A(q, θ)y(t) = B(q, θ)u(t) + e(t) (4.2)

A(q, θ) = I + A1(θ)q
−1 + . . . + Ana

(θ)q−na (4.3)

B(q, θ) = B0(θ)q
0 + . . . + Bnb

(θ)q−nb (4.4)

Using (4.2), the simulated output of the ARX model is described using the following

equation:

ŷ(t|θ) =
[
A(q, θ)

]
−1

B(q, θ)u(t) (4.5)
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Given the same input and output data as in the ARX model structure, the state-space

model structure can be described using the following expressions:

x(t + 1) = A(θ)x(t) + B(θ)u(t) + K(θ)e(t) (4.6)

y(t) = C(θ)x(t) + D(θ)u(t) + e(t) (4.7)

x(t) n-dimensional state-vector

A(θ) a nxn matrix representing the dynamics of the state-vector

B(θ) a nxm matrix describing how the inputs affect the state variables

C(θ) a 2xn matrix describing how the state-vector affects the outputs

D(θ) a 2xm matrix describing how the current inputs affect the current outputs

K(θ) a nx2 matrix used to model the noise in the state-vector

The initial state x(0) can be set to zero or estimated from the data by including it in

θ. Also, all non-zero elements of the matrices are represented using θ.

When used in control systems, the state vector x(t) typically represents information

with physical significance (e.g positions, velocities, voltages) so that the measured outputs

are a known linear combination of the state variables[15]. Therefore, in this thesis, one

could speculate that the state vector may represent the information needed to generate an

emotional appraisal.

By combining (4.6) and (4.7), the simulated output of the state-space model is described
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using the following equation:

ŷ(t|θ) =
[
C(θ)

[
qI − A(θ)

]
−1

B(θ) + D(θ)
]
u(t) (4.8)

After selecting these structures, the number of parameters needs to be chosen. In the

ARX model, this involves selecting na, nb and the non-zero elements of matrices Ak(θ)

and Bk(θ). From the work of Tillman and Bigand, it appears that less than six sec-

onds of musical stimuli are needed to represent emotion so the maximum order consid-

ered will be five[28]. The parameters will then be modified using trial and error from

insight gained from analyzing parameters of the models. In the state-space model, choos-

ing the number of parameters involves selecting the order n of the system and the delays

nk,ij; i = 1, . . . ,m; j = 1, 2 from each of the m inputs to both of the outputs. The order

will be selected by determining the n singular values of the extended observability matrix

that are significantly larger than zero for a large order state-space system[15].

The delays for the inputs are chosen by using correlation analysis to estimate the

nonparametric step responses[15]. Each delay is estimated by determining when the non-

parametric step response for each input becomes significantly different from zero. Because

of the number of inputs and the fact that the data are divided into experiments, only a

subset of the inputs can be used in the correlation approach[16]. Therefore, the inputs will

be randomly split into multiple subsets of 6, 9 and 12 inputs to generate estimates of the

step responses. See Appendix D.1 for graphs of the nonparametric step responses.
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The initial ARX model identified will be a fourth order ARX model with delays for

each input. Each delay is estimated by examining the nonparametric step response for each

input to determine when it is significantly different from zero. Variations of this model will

be examined by changing the orders for each input and the auto-regression. The models

will be compared using techniques described in Section 4.4.3.

Both the ARX model structure and the state-space model structure can be shown to

be mathematically equivalent. Typically, a transfer-function model, such as ARX, is used

when the form of each transfer function can be estimated and there is no a priori knowledge

of the mathematical model. State-space models are used when the order of the transfer

functions is unknown or if a priori knowledge can be expressed using the state vector.

Because the form of each transfer function is unknown, several different orders of state-

space models will be examined and then several ARX models structures will be constructed

based on insights gained from evaluating the state-space models.

The inputs to the models will also be investigated. Based on results from the model

validation, certain inputs will be removed in some models to see how the fit is affected.

Another possibility would be to try adding nonlinear combinations of inputs, but this is

not done because it is unclear what transformations may improve the identification.

Also, separate MISO (multiple input, single output) models will be created for the

arousal and valence components for comparison with the MIMO (multiple input, multiple
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output) models. While MISO models are unlikely to provide a better fit for the outputs,

estimating MISO models provides an efficient method to investigate how the orders for the

input transfer functions affect the fit[16].

For details on what models are constructed, see Section 5.2. For more information

about these linear model structures, see [15].

4.4.2 Model Estimation

Once the structure of the model is selected, the parameters of the model need to be

estimated so that the model fits the input and output data. The estimation techniques

used depend on factors such as the model structure, algorithmic complexity, optimization

difficulties and the intended use of the model.

Before estimating the models, the data is divided into the training set for estimating

the parameters and the testing set for validating the models. Initial model estimation

will be done using the data from songs Allegro, Aranjuez, Fanfare, Moonlight, Pizzicato.

These songs are all from the same genre of music and thus the third model criterion is

satisfied. Models estimated using these songs will be validated by using the data from

Morning, which was not used to train the model. Because Morning is a song unfamiliar to

the system, it can be used to determine how well the model generalizes to other songs, and

thus satisify the fourth model criterion. Evaluation of the most promising model structures
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will be done using cross-validation techniques to avoid biasing the models as described in

Section 4.4.3.

For linear models there are three general approaches to estimating the parameters in a

model[15]. First, there is PEM (the Prediction Error Method) which can be thought of as

a generalization of least-squares because θ is selected to minimize a function of the output

error of the one-step ahead predictor[15]. The main design variables in PEM are the norm

used to measure the error and the preprocessing filter. Another approach is the correlation

approach which selects θ so that the error at time t is uncorrelated with data prior to t.

The multistep IV (Instrumental-Variable) implementation of the correlation approach as

described by Ljung is a simple technique to estimate θ where the only design variable is the

linear regression structure[15]. The third approach is the subspace approach to estimating

the matrices in state-space models using an estimate of the extended observability matrix.

There are several design variables in the subspace approach as described by Ljung such as

the maximum prediction horizon, the weighting matrices, the “post-multiplication matrix”

R and the correlation vector.

Although PEM is the most computationally demanding of the three approaches, it will

generate unbiased estimates of the parameters if the ‘true’ system is not in the model

set[15]. Because it is unlikely that all of the variables of the ‘true’ system are included

in this thesis, PEM will be used to estimate the models. In this thesis, the preprocessing
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filter used is described in Section 4.3.3. The determinant of the estimated error covariance,

Λ̂N(θ), will be used as the norm as shown in the following equations:

θ̂ = arg min
θ

VN(θ) (4.9)

VN(θ) =
∣∣∣Λ̂N(θ)

∣∣∣ (4.10)

Λ̂N(θ) =
1

N − d

N∑

t=1

ǫ(t|θ)ǫT (t|θ) (4.11)

ǫ(t|θ) = y(t) − ŷ
p
(t|θ) (4.12)

where,

ŷ
p
(t|θ) is the one-step ahead prediction for y(t) for the model structure

N is the total number of samples in the training set

d is the number of parameters in θ

The loss function, VN(θ), is the determinant of the estimated noise (prediction-error)

covariance. Minimizing the estimated noise covariance to solve for θ̂ is equivalent to finding

the maximum-likelihood estimate when the prediction-errors are jointly Gaussian[15].

Before estimating the parameters in the linear models, data fusion needs to be used

to combine the input and output data from all of the songs. There are two possible

approaches to combine the data from the songs. A model could be built for each song and

then all of the models can be combined. Alternatively, the songs could be treated as one

continuous musical selection but the initial conditions are reset at the beginning of each
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song. The latter approach is used because it is more efficient to only calculate one model

and the model estimation will be better conditioned because each song has vastly different

inputs[15].

See Section 5.2 for estimation results of these linear models.

4.4.3 Model Validation

After selecting the model structures and estimating the parameters in the models, the

models need to be validated. Validating models involves assessing how they relate to

observed data, to prior knowledge and their usage. This implies that several different tests

will be performed to evaluate the models.

To assess how a model relates to observed data, the simulated emotional appraisals need

to be compared to true emotional appraisals. In this thesis, this comparison will be done by

evaluating the bias and variance of each model. Bias is the systematic difference between

the simulated output and the true outputs and should ideally be close to zero. Variance

can be thought of as uncertainties in model parameters and the output that is caused by

having too many parameters, too much noise or too little data. Ideally, there should be

little variance so the outputs can be predicted with some certainty; therefore, once all of

the data has been measured, it is important to have a model with as few parameters as

possible.
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Evaluating the bias of the model will be done using two measures. The MSE is used

to evaluate the simulation errors and the squared multiple correlation coefficient4 (R2) is

used to evaluate the percentage of the output variation that is explained by the model[15].

In each simulation, the initial value of the emotional appraisal is estimated as well, because

subtracting the means from the signals results in an unknown initial appraisal. Ideally, the

MSE should be as close to zero as possible and R2 should be as close to one as possible.

Because there are two outputs, these measures will be calculated separately for each of the

outputs. The MSE for channel k (MSEk) is related to the R2 measure for channel k (R2
k)

by the following equations[15]:

MSEk =
1

N

N∑

t=1

|yk(t) − ŷk(t|θ)|
2

k = valence, arousal (4.13)

R2
k =

(

1 −
MSEk

1
N

∑N
t=1 |yk(t)|

2

)

∗ 100% k = valence, arousal (4.14)

If the R2 measure for a channel is negative, the energy of the error is greater than

the energy of the true emotional appraisals. This implies that the simulated emotional

appraisal is extremely different than the true emotional appraisal. For reference, a constant

simulated output results in the R2 measure to equal zero.

It also possible to use a third method to measure bias in linear models. Comparisons

4The squared multiple correlation coefficient is sometimes referred to as the “fit”.
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of the nonparametric step response and frequency response to the estimated step and

frequency responses of the models should be similar if there is no bias[15]. However, because

evaluating the fit of the simulated output is more important than comparing impulse and

frequency responses, these comparisons will not be used to evaluate the bias.

Because it is important to have a model that has few parameters and little variance, two

techniques will be used to evaluate the variance error. First, the variance of the parameters

will be estimated to calculate 98% confidence intervals. This corresponds to ±2.33σ since

the estimated parameters are approximately normally distributed when N (the number of

data samples) is large[15]. Parameters that reflect design decisions (such as model order or

time delay) should be statistically significant from zero to be included in the model. For

this reason, the percentage of the parameters that are statistically significant from zero

will be calculated. Also, if the confidence intervals of many parameters are large, then

this implies that there are too many parameters[15]. The covariance of the parameters are

estimated using the following equations:

P̂θ =

[
1

N

N∑

t=1

ψ(t, θ̂)Λ̂N(θ̂)ψT (t, θ̂)

]
−1

(4.15)

ψ(t, θ) = −
dǫ(t|θ)

dθ
=

dŷ(t|θ)

dθ
(4.16)

where,
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ψ(t, θ) is a dx2 matrix representing the gradients/sensitivity of the simulated output

with respect to each parameter at time t

The second measure used to analyze the variance of the model is the estimated variance

of the output signals. Ideally, the variance of the output signals is small so that the output is

known with some certainty. To analyze the variance of the output signals, 98% confidence

intervals of the simulated output will be graphically compared to emotional appraisals.

The maximum confidence interval size over each component of arousal and valence will be

recorded.

Because the model structures are linear, the output is a linear function of θ̂. This

implies that ŷ(t|θ̂) can be expressed as follows:

ŷ(t|θ̂) = ψT (t, θ̂)θ̂ + e(t) (4.17)

Since θ̂ is assumed to be normally distributed, ŷ(t|θ̂) is normally distributed as well.

The variance of ŷ(t|θ̂) can be calculated on the validation data using the following equation

since e(t) will be uncorrelated with θ̂.

V ar
(
ŷ(t|θ̂)

)
= ψT (t, θ̂)P̂θ̂ψ(t, θ̂) + Λ̂N(θ̂) (4.18)

To assess how a model relates to prior knowledge, assumptions made during the creation

of the models need to be verified. To verify that the inputs are independent of the noise
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process, the cross-correlation function between each input and the model residuals will

be examined to ensure no negative lags are significantly different than zero. The auto-

correlation function (ACF) of the output residuals will also be calculated to ensure only

the 0th lag is significantly different than zero. This test will be done to ensure that the

noise is white.

Finally, because each model will be used to simulate emotional appraisals of music to

which the model has not been exposed, it is important to assess how well each model

simulates them. If a model can accurately simulate emotional appraisals to any musical

selection from the genre of music, the fourth model criterion will be satisfied. For this

reason, cross-validation will be performed by using the MSE and R2 measures with data

that was not used to estimate the models. As mentioned in Section 4.4.2, for all of the

models, the data for Morning will be used as validation data and the other five songs will

be considered the training set.

To avoid biased results from using only Morning as testing data, the model structures

with the highest R2 measures will be evaluated further. These model structures will be

evaluated using six-fold cross-validation, where each model structure will be estimated six

times, using a different song for validation each time. As before, the songs in the training

set will be treated as one continuous musical selection but the initial conditions will be

reset at the beginning of each song. The R2 measures for the six different songs will be



CHAPTER 4. PROPOSED METHOD 58

combined using the following weighted average:

R
2

k = 1 −

∑6
i=1 NiMSEik

∑6
i=1

∑Ni

t=1 |yik(t)|
2 k = valence, arousal (4.19)

where,

MSEik is the MSE measure for output channel k for song i

Ni is the number of input/output samples for song i

Once all of the model structures have been evaluated, a resultant model will be created

for the best model structures. The resultant model will be estimated using all six of

the songs. These models will be compared using Akaike’s FPE (Final Prediction-Error

Criterion) to assess the tradeoff between minimizing the MSE while minimizing the variance

error by limiting the number of parameters in the model[15]. The expression to calculate

the FPE is given by Ljung[15]:

FPE =
(N + d)

(N − d)
VN(θ) (4.20)

The Chapter 5 lists results for the model validation.

4.4.4 Summary

The following summarizes the methodology used to iteratively select model structures

and to validate the models. The results from applying this methodology can be found in
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Section 5.2.

For all of the model structures Morning is used as the validation data, and the other

songs are used for estimation. Each model structure will be validated using the following

measures:

1. MSE for each channel using the validation data – ideally should be close to zero

2. R2 for each channel using the validation data – ideally should be close to 100%

3. Percentage of parameters that are statistically significant from zero – ideally should

be close to 100%

4. Maximum output signal confidence intervals – ideally should be close to zero

5. Cross correlation of inputs with residuals – negative lags should be zero

6. Auto correlation of output residuals – all lags except 0 should be zero

Using the above validation measures, select model structures to estimate using PEM

using the following methodology:

1. Compute non-parametric step response to estimate the delays use as a heuristic for

removing inputs

2. Estimate state-space models – pick several orders and delays and evaluate the models
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3. Estimate a fourth order ARX model – try several delays for each input and evaluate

4. Iteratively adjust the parameters for the models from the previous two steps and

evaluate

(a) Remove some inputs from the models

(b) Model arousal and valence separately (make MISO models)

(c) Try other orders and delays in the ARX models to see how the fit changes

(d) Try any combination of these approaches

5. Select the best model structures from the previous steps for further evaluation

(a) Perform six-fold cross-validation to calculate an average R2 fit

(b) Use all six songs as estimation data and calculate the FPE

(c) Plot the simulated outputs from the best model structure



Chapter 5

Results

5.1 Data Collection

5.1.1 Musical Features

The musical features were calculated as described in Section 4.3.1. For the graphs of the

features before the means are removed, see Appendix B.1. The graphs illustrate ui(t)

The number of samples output by the MARSYAS FFT feature extractor and the

PsySound feature extractor were occasionally off by one because the algorithms are dif-

ferent. To ensure that all features had the same number of samples as the emotional

appraisals, the last sample of each feature that was too short was duplicated. All of the

songs had five seconds of silence at the end so the features are constant at the end.

61
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5.1.2 Emotional Appraisals

Emotional appraisal data was collected from 35 volunteers – 21 male (60%) and 14 female

(40%). Each participant was asked to fill out the questionnaire in Appendix A.1 to record

information about their musical background. As shown in Figure 5.1(a), most of the

participants were under the age of thirty-five. Figure 5.1(b) illustrates that the majority

of the participants had some musical training but 31% of the participants had no training

at all. According to Figure 5.1(c) and Figure 5.1(d), the participants had a broad range

of exposure to classical music and enjoyed the music to various degrees, although nobody

who took part in the experiment disliked classical music. There were more males and fewer

musicians in this study than in Schubert’s study[24].

Because it may take the participants some time to feel comfortable using EmotionSpace

Lab to express their emotional appraisal, the emotional appraisal data may not be valid for

the songs presented first. To verify that the songs heard by the participants were presented

in different orders, the song orders are tabulated in Table 5.1. Morning and Pizzicato were

presented first more often than other songs but this was not assumed to be significant.

Section 5.1.3 discusses the preprocessing of the emotional appraisal data to address this

issue.

The preprocessed emotional appraisals are shown in Appendix B.2. There is a large

variance in the emotional appraisals relative to the scale so it appears that the SNR is
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31%   0−1 year

6%   1−2 years

20%   2−5 years

17%   5−10 years

26%   10+ years

Participant Musical Training

(b)

14% almost none

20% a little

26% some

11% a fair bit

17% a lot

11% constant

Participant Exposure to Instrumental Art Music

(c)

0% don’t like it

20% so−so

31% like it a bit 26% like it a lot

23% love it

Participant Enjoyment of Instrumental Art Music

(d)

Figure 5.1: Participant statistics
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Table 5.1: Song order heard by participants during the study.

No. of Times Song Was Heard

Song 1st 2nd 3rd 4th 5th 6th

Allegro 5 11 8 3 4 4

Aranjuez 4 5 6 6 8 6

Fanfare 4 7 7 1 7 9

Moonlight 5 5 5 7 7 6

Morning 8 6 5 9 3 4

Pizzicato 9 1 4 9 6 6

poor. The poor SNR of an individual appraisal provides additional motivation to use an

emotional appraisal representing the population with a better SNR.

5.1.3 Preprocessing

As mentioned in Section 4.3.3, preprocessing the data consists of removing outliers and

missing data, filtering the signals and then creating an emotional appraisal representative

of the population.

Before preprocessing the data, the average standard deviation for arousal and valence

over all the songs was 31.6%. Application of Rule 1 from Section 4.3.3 labelled 206 samples

from 13 different people as outliers, corresponding to 0.53% of the emotional appraisal
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data to be removed. From Rule 2, the arousal appraisal of Pizzicato by one person was

affected, removing an additional 0.39% of the data. From Rule 3, no samples were removed

because removing the first song did not decrease the variance of any emotional appraisal

significantly; thus the EmotionSpace Lab tutorial appears to effectively teach participants

how to use the 2DES. In summary, removing 0.91% of the data reduced the variance of the

emotional appraisals by 5% resulting in an average standard deviation over all the songs

of 30.8%.

To filter the signals, the means were subtracted for all of the signals after creating the

appraisal for the population1. Because it is unclear what the frequency response should

be of a filter to remove high-frequency disturbances, no other filters were applied to the

signals.

To generate the emotional appraisal representative of the sample population, the mean

appraisal was compared to the median appraisal. As shown in Appendix B.2, the mean ap-

praisal is similar to the median appraisal for most of the songs. The only appraisals where

the mean appraisal is significantly different from the median appraisal are for Aranjuez-

Valence (Figure B.14(a)), Aranjuez-Arousal (Figure B.14(b)) and Fanfare-Valence (Fig-

ure B.15(a)). For these appraisals, the marginal pdf appears to be either bimodal or

1The order of subtracting means and creating the appraisal only matters if a nonlinear method is used

to create the appraisal. Therefore, the order would not matter when using the sample mean but it does

matter for using the sample median.
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skewed as many people appraised the music differently. Because the median is a more ro-

bust measure of centrality than the mean for bimodal and skewed distributions, the median

emotional appraisal is used to represent the sample population[10]. The median emotional

appraisal is described using the following equation:

y
i
(t) = median

(
γ

i1
(t), . . . , γ

i35
(t)

)
− µ

i
∀i = 1, . . . , 6; t = 1, . . . , Ni (5.1)

where,

median() is the sample median, ignoring outliers and missing data

µ
i

is the mean appraisal of song i used to ensure that
∑Ni

t=1 y
i
(t) = [0, 0]T

5.2 Linear Models

5.2.1 Step Responses

Initially, nonparametric step responses between the inputs and outputs were estimated

using correlation analysis. As mentioned in Section 4.4.1, the inputs are randomly split

into 20 subsets of 6, 9 and 12 inputs to generate estimates of the step responses and are

shown in Table D.1. Graphs of the estimated step responses can be found in Appendix D.1.

Table 5.2 summarizes the delay for each input-output pair estimated from the step

responses. If an estimated delay could be one of two possible values, the lesser of the
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two values is used. The subsets sometimes varied considerably in their delays and slopes.

Therefore, each input-output pair is also rated subjectively to describe the consistency of

the estimates between subsets.

The consistency of the step response estimates is subjectively graded on a scale as

follows:

A all estimates go in same direction, most are significantly different from zero

at same locations

B most estimates go in same direction, most are significantly different from zero

at same locations

C some estimates go in same direction, some are significantly different from zero

at same locations, some are not significantly different from zero

D the estimates go in many different directions, many are not significantly dif-

ferent from zero

By arguing that inconsistent step response estimates for an input/output pair implies

that that output is not a function of that input, it is possible to gain insight to determine

which features may be worthwhile removing. Because of the subjectivity of the ratings, this

approach to removing inputs can only be considered a heuristic. However, the input/output

pairs in Table 5.3 will be removed in some model structures to determine how well the

models perform without them.
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Table 5.2: Input delays estimated from step response.

Valence Arousal

Feature Delay Consistency Rating Delay Consistency Rating

LN 1 D 1 B

Centroid 0 A 1 D

NMax 1 B 0 A

S(Z&F) 1 D 1 B

TW 1 C 1 C

SDiss(H&K) 0 A 1 C

SDiss(S) 1 D 1 B

TDiss(H&K) 0 C 0 D

TDiss(S) 0 B 0 A

CTonal 1 B 1 B

Mult 1 A 0 A

MeanCentroid 2 D 1 B

MeanRolloff 1 C 1 C

MeanFlux 0 A 1 B

StdCentroid 1 D 1 C

StdRolloff 1 D 1 D

StdFlux 1 C 1 B

BPM 2 C 1 A
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Table 5.3: Input/output pairs that will be removed in some model structures.

LN Centroid S(Z&F) SDiss(S) TDiss(H&K) MeanCentroid StdCentroid StdRolloff StdRolloff

Valence Arousal Valence Valence Arousal Valence Valence Arousal Valence

The step response estimates also provide some other suggestions for model structures.

TDiss(H&K) and StdCentroid have a rating of C for one output and D for the other

so perhaps these inputs can be removed altogether. Also, the TDiss(S) – Valence step

response appears consistent around delay 0 but not for other delays so nk = 0 and nb = 1

will be tried for this input/output pair. A similar argument can be made to try nk = 1

and nb = 1 for MeanFlux – Arousal.

5.2.2 Investigated Model Structures

This section describes all of the model structures considered in this thesis. All of the models

in this section use emotional appraisals for Morning as validation data and the other five

songs as estimation data.

The first model structures considered are state-space models. To estimate the best

order of the state-space models, the singular values of the extended observability matrix

for a 6th order system are calculated and shown in Figure 5.2. This plot suggests that

a second order state-space model is likely to be the most appropriate. For comparison,
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Figure 5.2: State-space model singular values vs. order

state-space models of orders 1 to 4 are created.

Each state-space model is labeled PSSn p, where n is the order of the model and p

is an index. PSSn 1 corresponds to a model where the delay is 1 for all inputs, PSSn 2

corresponds to a model where the delay is 0 for all inputs and PSSn 3 corresponds to a

model where the delay is equal to the minimum value in Table 5.2 corresponding to each

input.

The second model structure considered is the ARX model. Initially, the orders na,

nb in (4.1) are set equal to each other and vary from 1 to 4. To limit the number of

parameters in the models, na and nb are limited to be less than 5. Each ARX model is

labeled ARXnanb p, where p is an index. ARXnanb 1 corresponds to a model using delays
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estimated automatically from the step response using all of the inputs and ARXnanb 2

corresponds to a model using the delays estimated from the step response in the previous

section shown in Table 5.2. The confidence intervals for ARXnanb 1 were found to be

unacceptably large so only ARX44 1 is shown in Table 5.4 for comparison.

Table 5.4 summarizes the evaluation of the above state-space and ARX models. The

MSE and R2 values for valence and arousal are calculated as described in Section 4.4.3.

“Conf. Int.” is the maximum size of the 98% confidence interval of the simulated output.

“No.” list the number of parameters in the model structure and “Stat. Sig.” lists the

percentage of the parameters that do not include the value zero in their 98% confidence

interval. See Appendix D.2 for more details about the model structures.

The crosscorrelation function and the autocorrelation function for residuals of all of the

model structures will be discussed at the end of this section.

Next, MISO ARX models were analyzed to determine what values na and nb should

have for each of arousal and valence. 125 models were compared for each of arousal and

valence, where na was allowed to vary between 1 and 5, nb varied between 1 and 5 for all

of the inputs and nk varied between 0 and 4 for all of the inputs. The best fit for a model

with a given number of parameters is shown in Figure 5.3. The results from this analysis

can only be used heuristically because in the final models, nb and nk will have different

values for different inputs.
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Table 5.4: Summary of initial model structure comparison.

Valence Arousal Parameters

Model MSE R2 (%) Conf. Int. MSE R2 (%) Conf. Int. No. Stat. Sig.

PSS4 1 211 14.3 43.6 246 64.7 56.7 88 23.9%

PSS4 2 224 9.2 39.7 270 61.2 24.1 124 21.8%

PSS4 3 210 14.8 39.2 252 63.8 71.2 102 22.5%

PSS3 1 207 16.1 36.4 246 64.6 83.5 66 30.3%

PSS3 2 220 10.6 35.7 248 64.3 66.1 102 23.5%

PSS3 3 206 16.3 36.9 245 64.8 85.4 80 40.0%

PSS2 1 196 20.2 23.3 226 67.5 22.8 44 25.0%

PSS2 2 214 13.1 24.7 221 68.3 23.3 80 20.0%

PSS2 3 201 18.4 24.5 217 68.8 22.3 58 25.9%

PSS1 1 311 -26.1 8.9 235 66.3 17.6 22 40.9%

PSS1 2 265 -7.8 20.5 254 63.4 20.6 58 48.3%

PSS1 3 266 -7.9 17.9 255 63.3 17.7 36 55.6%

ARX44 1 220 10.6 1860 213 69.3 903 160 13.1%

ARX44 2 243 1.3 71.7 221 68.3 63.2 160 11.9%

ARX33 2 223 9.5 60.8 229 67.1 22.7 120 14.2%

ARX22 2 222 9.7 51.7 202 70.9 25.0 80 21.3%

ARX11 2 179 27.2 20.4 221 68.2 16.3 40 35.0%
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Figure 5.3: Goodness of fit vs. total number of parameters implied by na, nb and nk for

MISO models.

In Figure 5.3(a) each group corresponds to the order of nb and within each group, na

increases from 1 to 5. Increasing nb does not seem to improve the fit since each group has

approximately the same fit. Therefore, nb should be as small as possible for valence. The

fit appears best when na is 1 or possibly 3. Therefore, na will be allowed to equal 1 or 3 for

valence. Although not evident from this figure, this test implies that nk should equal two

or three but this conflicts with the delays estimated from the step responses. Therefore,

nk will be allowed to vary between 1 and 3.

Figure 5.3(b) illustrates the model fit for the arousal component and is organized iden-

tically to Figure 5.3(a). Again, increasing nb does not seem to improve the fit so nb should
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be as small as possible. The fit appears to be the best when na is 3 so values of na between

1 and 3 will be considered. Also, it appears that nk should 0 or 1.

From the MISO model analysis, MIMO ARX models are created with diagonal matrices

A1, A2 andA3. The ARX models are labeled ARXAnaa
Vnav

p2, where naa
is the order of

na for arousal, nav
is the order of na for valence and p is an index. When p = 1, 2, 3, nk

equals 1 for all arousal inputs and equals p for all valence inputs. ARXAnaa
Vnav

4 uses

the estimated delays from the step response for nk. Table 5.5 summarizes the evaluation

of these models and is structured in the same manner as Table 5.4.

Because the fit for valence in the ARXAnaa
Vnav

p models is poor, model structures

with different combinations of orders and delays were iteratively estimated and evaluated.

Using the estimated delays from Table 5.2 in the ARX models results in the best fit and

smallest output confidence intervals so these delays will be used in other models. Of the

models investigated so far, ARX11 2 has the most significant parameters, the largest R2

values and smallest confidence intervals so it will be used as a starting point.

The next model structure considered is ARX11S 1, which is the same model structure

as ARX11 2 but without inputs TDiss(H&K), StdCentroid and StdRolloff. Similarly, the

models labelled ARXn1S 1 are the same as ARX11S 1 but na is a matrix where every

element equals n. After evaluating these models, other model structures were constructed

2See Appendix D.2.2 for a detailed description of the models.
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Table 5.5: Summary of investigative model structure comparison.

Valence Arousal Parameters

Model MSE R2 Conf. Int. MSE R2 Conf. Int. No. Stat. Sig.

ARXA3V1 1 223 9.2 119.3 221 68.2 14900 40 32.5%

ARXA3V1 2 257 -4.4 22.2 221 68.2 23.1 40 32.5%

ARXA3V1 3 280 -13.7 27700 233 66.5 20.9 76 15.8%

ARXA3V1 4 227 7.7 20.7 215 69.1 24.3 76 19.7%

ARXA3V3 1 266 -8.0 57.5 221 68.2 55.2 78 16.7%

ARXA3V3 2 239 2.9 37.7 221 68.2 61.0 78 17.9%

ARXA3V3 3 263 -7.0 5830 233 66.5 20.9 78 16.7%

ARXA3V3 4 249 -1.1 58.2 214 69.2 24.3 78 17.9%

ARX11S 1 185 24.8 19.9 227 67.3 15.9 34 44.1%

ARX21S 1 198 19.7 24.6 235 66.2 19.6 38 42.1%

ARX31S 1 212 13.8 25.0 247 64.5 21.9 39 33.3%

ARX11S 2 182 25.9 19.9 232 66.7 15.8 33 48.5%

ARX21S 2 197 19.8 24.7 236 66.1 19.4 36 44.4%

ARX31S 2 212 13.8 25.0 247 64.5 21.9 39 33.3%

ARX11S 3 191 22.4 20.0 219 68.5 16.0 37 37.8%

ARX11S 4 179 27.5 20.0 216 68.9 15.0 33 45.5%

ARX11S 5 221 10.1 20.3 207 70.3 16.3 49 36.7%

ARX11S 6 194 21.3 20.9 198 71.6 14.9 49 30.6%

ARX11S 7 214 13.0 25100 203 70.8 15100 31 32.3%

ARX11S 8 214 12.9 160.1 194 72.1 139.1 27 40.7%

ARX11S 9 189 23.4 19.9 202 71.0 14.4 41 41.5%
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by removing parameters that were not statistically significant from zero and adding param-

eters to investigate increasing the order for particular inputs. For a detailed description

about how models ARXn1S p were constructed, consult Appendix D.2. Table 5.5 summa-

rizes the results of the evaluation.

The crosscorrelation function for residuals of all of the model structures appeared to be

statistically equivalent to zero for the majority of the lags. All of the significant lags in the

crosscorrelation function are assumed to be due to chance. The autocorrelation function

for residuals of the first order state-space models are statisically significant from zero for all

lags so these models are not considered valid. All of the models appear to have a spurious

autocorrelation at lag 10 in the residuals of the arousal component. This also occurred in

Schubert’s analysis and is assumed to occur due to chance[24]. The ACF of the residuals

of some of the ARX11S p models also appear to be marginally significant at lag 1, but this

is assumed to be due to chance.

All of the model structures had many parameters that statistically are equivalent to

zero. However, most of the models had relatively small output confidence intervals (i.e.

most are less than 30) so the variance error is considered to be acceptable in these models.
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5.2.3 Best Model Structures

The best model structures from the previous section are subject to further validation. Each

of these models is six-fold cross-validated to calculate an average R2 fit as described by

(4.19). Also, all six songs are used as estimation data to calculate Akaike’s FPE. Table 5.6

summarizes the results of this validation.

During six-fold cross-validation, there was a poor fit for Allegro – Valence, Aranjuez –

Valence and Fanfare – Arousal. Perhaps these songs were too different from the songs in the

training set to effectively generalize from them, or perhaps the representative emotional

appraisal is poor. The second order ARX models had large confidence intervals when

Aranjuez was not included in the training data.

The model structure that had highest R2 values for six-fold cross-validated data was

ARX11S 6. However, as shown in Table D.2, the residuals for 67% of the emotional

appraisals are autocorrelated at lag 1. For this reason, it is not considered to be an

acceptable model structure.

Model ARX21S 2 is considered to be the best linear model structure because it had

the lowest FPE when using all six songs as estimation data. It has fewer parameters and

has average R2 values comparable to the ARX11S 6 model structure. The residuals on

the validation data were only autocorrelated for songs that had generally poor fit. This

model structure did have larger output confidence intervals than ARX11S 6, but were still
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Table 5.6: Summary of best model structures

Valence R2 (%)

Model Alle Aran Fanf Moon Morn Pizz Avg.

PSS2 1 -7.1 -75.74 24.7 21.2 20.2 60.5 6.1

ARX11 2 -10.1 -164.1 33.7 30.0 27.2 65.5 2.6

ARX11S 1 -10.4 -145.3 42.3 27.1 24.8 65.0 6.6

ARX11S 2 -11.7 -142.3 42.6 26.3 25.9 63.3 6.4

ARX11S 3 -14.7 -139.3 43.1 24.6 22.4 56.2 4.9

ARX11S 4 -11.4 -143.4 45.1 25.7 27.5 66.0 7.7

ARX11S 6 2.4 -172.2 51.7 21.9 21.3 52.5 11.4

ARX11S 9 -0.9 -126.6 43.5 24.3 23.4 62.5 10.6

ARX21S 1 -0.9 -159.0 36.4 33.1 19.7 74.6 7.1

ARX21S 2 -0.9 -159.4 38.1 32.6 19.8 74.0 7.8

Arousal R2 (%) Akaike’s

Model Alle Aran Fanf Moon Morn Pizz Avg. FPE

PSS2 1 75.7 85.4 -243.7 7.2 67.5 59.6 66.5 142.0

ARX11 2 82.2 86.4 -298.2 6.3 68.2 68.1 68.8 158.1

ARX11S 1 81.4 88.8 -303.8 16.0 67.3 65.3 69.0 156.4

ARX11S 2 81.8 89.9 -198.1 22.4 66.7 66.1 72.2 156.8

ARX11S 3 82.3 90.9 -194.1 21.1 68.5 56.9 72.7 157.2

ARX11S 4 82.5 83.7 -106.8 14.7 68.9 68.2 73.2 157.1

ARX11S 6 84.4 91.6 -142.2 24.1 71.6 70.1 76.2 151.2

ARX11S 9 83.4 91.9 -137.1 25.5 71.0 69.8 76.0 152.1

ARX21S 1 86.0 90.1 -252.7 24.2 66.2 65.7 72.8 134.8

ARX21S 2 86.5 90.5 -169.8 25.6 66.1 65.5 75.1 134.2
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reasonable (the confidence intervals will decrease as more data is included in the training

set). See Appendix C for graphs showing the simulated outputs for ARX21S 2.

The ARX21S 2 model structure uses 15 of the musical features, 36 parameters and is

described as follows:

y(t)+A1(θ)y(t−1)+A2(θ)y(t−2) = B0(θ)u(t)+B1(θ)u(t−1)+B2(θ)u(t−2)+e(t) (5.2)

ŷ(t|θ) = [I + A1(θ)q
−1 + A2(θ)q

−2]−1[B0(θ) + B1(θ)q
−1 + B2(θ)q

−2]u(t) (5.3)

A1(θ) =





θ1 θ2

0 θ3



 (5.4)

A2(θ) =





θ4 θ5

0 θ6



 (5.5)

B0(θ) =





0 0 θ7 0 0 0 0 θ8 0 θ9 0 0 0 0 0

0 θ10 0 0 0 θ11 0 θ12 0 0 0 0 θ13 0 0



 (5.6)

B1(θ) =





θ14 θ15 0 θ16 θ17 θ18 θ19 0 θ20 0 θ21 θ22 θ23 θ24 θ25

θ26 0 θ27 θ28 θ29 0 θ30 0 θ31 θ32 0 θ33 0 θ34 0



 (5.7)

B2(θ) =





0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 θ35 0 0 0 θ36



 (5.8)

where,
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y(t) is a vector consisting of valence and arousal

u(t) is a vector consisting of the following features measured at time t: LN, Cen-

troid, NMax, S(Z&F), TW, SDiss(H&K), SDiss(S), TDiss(S), CTonal, Mult,

MeanCentroid, MeanRolloff, MeanFlux, StdFlux, BPM



Chapter 6

Conclusions

6.1 Summary

In this thesis, four criteria needed to be satisfied for a model of emotional appraisals

of music to be valid. Through model construction, the first three criteria are met: the

measured emotional appraisals of the listeners are time-varying, the musical features used

in the model are time-varying and represent musical properties that communicate emotion,

and the model is estimated using emotional appraisals to musical selections representing a

genre of music.

To satisfy the fourth criterion, a model needs to accurately simulate emotional ap-

praisals to any musical selection from the genre of music. Because the average R2 statistic
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of the best model structure is 7.8% for valence and 75.1% for arousal, this criterion is met

for arousal appraisals but not for valence appraisals. Although the models in this study did

not completely satisfy this criterion, there is potential to improve the R2 statistic for va-

lence by considering other model structures and applying system identification techniques.

Therefore, system identification provides a means to create a valid model of emotional

appraisals of music.

6.2 Comparison with Other Research

It is difficult to directly compare the work in this thesis with other research because other

models for time-varying emotional appraisals do not generalize to multiple songs. Com-

paring the R2 values of models for individual songs with the R2 values of the models in

this study is possible, but it is expected that the models in this study fit more poorly than

the models for individual songs.

In the study by Schubert, time series models of emotional appraisals were created for

Pizzicato and longer versions of Morning and Aranjuez[24]. The R2 values for the songs

modeled in both of these studies are shown in Table 6.1 for comparison.

According to Table 6.1, it appears that models created in this thesis of emotional

appraisals for Pizzicato are improvements over the models by Schubert. Improvements are
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Table 6.1: Comparison with Schubert’s models[24].

Valence R2 (%) Arousal R2 (%)

Song Schubert Korhonen Schubert Korhonen

Pizzicato 38 74 36 65

Morning 40 20 67 66

Aranjuez 33 -159 57 90

probably due to the inclusion of thirteen more features in this study than in Schubert’s

study[24]. Similarly, the models for Morning – Arousal and Aranjuez – Arousal appear

to be equal to or better than Schubert’s models. Therefore, it appears that these models

for the genre of classical music perform similarly to the models created by Schubert for

individual songs.

The models of Morning – Valence and Aranjuez – Valence in this study have lower R2

values than Schubert’s models. There are several possible reasons for these lower values.

First, shorter versions of these songs are used in this study so the R2 values can only be

used subjectively. Second, the R2 values in this study are calculated using the testing set

and the R2 values for Schubert’s models are calculated using the training set so lower R2

values are expected in this study. Third, the R2 values in this study are calculated using

data filtered differently than in Schubert’s study so different frequencies of the emotional
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appraisals are emphasized in this study. Because of the differences in these studies, definite

conclusions about the model fit cannot be made by comparing the R2 values.

However, despite the differences in the two studies, one can conclude that principles of

system identification afford mathematical models of continuous emotional appraisals that

generalize to a genre of music. By applying the systematic method used in system iden-

tification for designing experiments, selecting model structures and validating the models,

valid models can be constructed to lead to an improved understanding of how musical

features cause emotions to be perceived.

6.3 Future Work

The results from this thesis bring up two important issues. First, a method for improving

the simulations of Allegro – Valence, Aranjuez – Valence and Fanfare – Arousal should be

investigated. Second, a model structure should be found where most of the parameters

are significantly different from zero while still having a small MSE and output confidence

intervals. Overcoming these two issues should improve the validity of the models.

The remaining suggestions for future enhancement of the models can be divided into

categories. First, more variables can be incorporated in the models. Second, other algo-

rithms to preprocess data can be considered. Third, alternative model structures should
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be investigated. Fourth, several aspects of the methodology can be enhanced. Fifth, ap-

plications of the models should be investigated. Finally, possible alternatives to system

identification can be considered.

Additional variables could be incorporated in the models through the use of parameters.

For example, it is possible that emotional appraisals made by a person could be affected

by factors such as their musical training, familiarity with the musical selections, mood or

culture. Also, other musical features representing properties, such as rhythm or tempo

variance, could be incorporated into the models. Finally, feature extraction methods other

than those described in this thesis could be used.

There are three other algorithms that may be used to preprocess the data. First, people

may respond to the same musical stimuli at different times, don’t respond to certain stimuli

or respond with different amplitudes. One possible method to overcome this problem

is to normalize, rescale, and filter the emotional appraisals and then perform a time-

alignment algorithm such as dynamic programming. Second, instead of trying to generate

an emotional appraisal representative of the population, it is possible to create a model

for each person and then analyze the parameter vectors. This approach may provide

insight into whether a population can be represented by one model, or whether it needs

to be modeled by several. Third, designing an appropriate low-pass filter to remove high-

frequency disturbances should be investigated.
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Several different model structures could be considered in addition to the ones used in

this thesis. Other second and third order ARX model structures may result in a better

fit than the model structures found in this study. Other linear model structures such as

the ARMAX or Box-Jenkins models, or nonlinear model structures such as the two-layer

artificial neural network could improve the fit of the simulated appraisals[15][18].

There are many ways that the methodology can be enhanced. First, incorporating non-

linear transformations of the features may improve the fit of linear model structures[16].

Second, features such as tempo and pitch variation could be measured more accurately

to improve the SNR of the inputs. Third, an alternative interface to the 2DES in Emo-

tionSpace Lab could be investigated to see if the noise in the emotional appraisals can

be reduced. Fourth, the emotional appraisals should be sampled more frequently as it is

straightforward to resample back to 1Hz if desired. Fifth, the validation routine used to

evaluate all of the initial models should be improved to avoid arbitrary selection of esti-

mation data without increasing the computation time. Sixth, more songs, and/or different

genres of music should be included in the training set. Finally, it may be desirable to

incorporate stochastic models of music into the models.

The resultant models could be used for further analysis. From the parameterization

of the autoregressive components of the best models, it appears that only 2-3 seconds of

musical stimulus is needed to perceive emotion in music, and that arousal is not a function
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of valence but valence is a function of arousal. This claim should be investigated further.

Another area for investigation could be to investigate the significance of the state vector in

the state-space models; one could investigate if the state variables have any neurological,

physiological or other meaning. Also, the models could be used to determine which features

cause people to perceive emotion and how they do so.

Finally, an alternative approach to modeling emotional appraisals could be considered.

For example, a state machine (i.e. Markov model) may be able to model the noise in the

emotional appraisal data.
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Appendix A

Study

A.1 Questionnaire

This questionnaire consists of questions identical to those asked in Schubert’s study for

ease of comparison[24]. These questions are asked to determine if this study is performed

by people from many different age groups and many different musical backgrounds. If

any person did not feel comfortable answering any of these questions, they did not need

to answer them. The date and time of the study was collected with the questionnaire to

identify each person without recording their name.
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Each participant was asked to circle their answer to the following questions:

1. Gender:

Male Female

2. What age group are you in?

15 – 19 20 – 24 25 – 29 30 – 34 35 – 39

40 – 44 45 – 49 50 – 54 55 – 59 60 – 64 65+

3. How many years of training do you have on a musical instrument (or in singing)?

0 – 1 years 1 – 2 years 2 – 5 years 5 – 10 years 10+ years

4. How much exposure do you have to Western instrumental art/classical music?

almost none a little some a fair bit a lot constant

5. How much do you enjoy listening to Western instrumental art/classical music?

don’t like it so-so like it a bit like it a lot love it



Appendix B

Raw Data

B.1 Musical Features

The following figures show the musical features calculated for the six songs. See Table 4.1

for information describing what musical selection to which the aliases refer and Table 4.2

for information about what musical property each feature represents.

Each graph represents ui,k(t), the measurement of feature number k for song i as a

function of time. All of the features for song i can be combined as follows to create ui(t):

ui(t) =





ui,1(t)

...

ui,18(t)





(B.1)
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Figure B.1: The first nine features of Allegro.
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Figure B.2: The last nine features of Allegro.
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Figure B.3: The first nine features of Aranjuez.
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Figure B.4: The last nine features of Aranjuez.
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Figure B.5: The first nine features of Fanfare.
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Figure B.6: The last nine features of Fanfare.
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Figure B.7: The first nine features of Moonlight.
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Figure B.8: The last nine features of Moonlight.
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Figure B.9: The first nine features of Morning.
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Figure B.10: The last nine features of Morning.
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Figure B.11: The first nine features of Pizzicato.
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Figure B.12: The last nine features of Pizzicato.
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B.2 Emotional Appraisals

The following figures show the emotional appraisals gathered from the 35 volunteers with

outliers removed. The median, mean and standard deviation of the emotional appraisals

for each song are plotted as well. See Table 4.1 for information describing the musical

selections to which the aliases refer.

The preprocessed emotional appraisal γ
ij
(t) of participant j to song i is labeled as

“Individual Appraisal” in the following graphs. The mean emotional appraisal for a song

is labeled as µ(t) and the standard deviation of the appraisal at time t is labeled σ(t).
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Figure B.13: Emotional appraisal of Allegro.
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Figure B.14: Emotional appraisal of Aranjuez.
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Figure B.15: Emotional appraisal of Fanfare.
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Figure B.16: Emotional appraisal of Moonlight.
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Figure B.17: Emotional appraisal of Morning.
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Figure B.18: Emotional appraisal of Pizzicato.



Appendix C

Model Outputs

The following figures show the simulated emotional appraisals of ARX21S 2 during six-fold

cross-validation. This means that the model simulated the emotional appraisal of a song

that was not in its training set.

The solid black line is the measured median emotional appraisal. The solid, coloured

line is the simulated output and the dotted lines show the 98% confidence interval of the

simulated output. Each song is in a different colour to emphasize that six different training

sets were used to generate these simulations.

115



APPENDIX C. MODEL OUTPUTS 116

50 100 150 200 250 300
−100

−80

−60

−40

−20

0

20

40

60

80

100

Time

Measured and simulated model output

(a) Valence

50 100 150 200 250 300
−100

−80

−60

−40

−20

0

20

40

60

80

100

Time

Measured and simulated model output

(b) Arousal

Figure C.1: Simulated emotional appraisal of Allegro.
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Figure C.2: Simulated emotional appraisal of Aranjuez.
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Figure C.3: Simulated emotional appraisal of Fanfare.
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Figure C.4: Simulated emotional appraisal of Moonlight.
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Figure C.5: Simulated emotional appraisal of Morning.
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Figure C.6: Simulated emotional appraisal of Pizzicato.



Appendix D

Model Analysis

D.1 Step Response Estimates

The more inputs that are included in the estimated step response, the shorter the duration

of the step response that can be reliably estimated using correlation analysis[16]. To

overcome the short duration of the step response when 18 inputs are included, each input is

included in eight random subsets of the inputs which are used to estimate the step response.

Ideally, if an input signal affects an output signal, the time that the step response becomes

significantly different from zero should not vary when different sets of inputs are included

in the models. The sign of the step response should be consistent as well. If the estimated

step response for an input signal has inconsistent delays or an inconsistent sign, one could
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Table D.1: Input subsets used for estimating step response

Subset Features Included

1 NMax, SDiss(H&K), TDiss(H&K), MeanFlux, StdCentroid, StdFlux

2 LN, Centroid, S(Z&F), SDiss(S), MeanCentroid, BPM

3 TW, TDiss(S), CTonal, Mult, MeanRolloff, StdRolloff

4 LN, S(Z&F), TDiss(H&K), CTonal, MeanFlux, StdRolloff

5 Centroid, NMax, TW, SDiss(S), MeanCentroid, StdFlux

6 SDiss(H&K), TDiss(S), Mult, MeanRolloff, StdCentroid, BPM

7 LN, NMax, SDiss(H&K), SDiss(S), TDiss(H&K), MeanRolloff

8 Centroid, TW, TDiss(S), Mult, MeanCentroid, MeanFlux

9 S(Z&F), CTonal, StdCentroid, StdRolloff, StdFlux, BPM

10 Centroid, S(Z&F), SDiss(S), TDiss(H&K), Mult, BPM

11 TW, TDiss(S), CTonal, MeanRolloff, StdCentroid, StdRolloff

12 LN, NMax, SDiss(H&K), MeanCentroid, MeanFlux, StdFlux

13 LN, SDiss(H&K), TDiss(H&K), MeanRolloff, MeanFlux, BPM

14 NMax, TW, SDiss(S), Mult, MeanCentroid, StdRolloff

15 Centroid, S(Z&F), TDiss(S), CTonal, StdCentroid, StdFlux

16 LN, Centroid, TW, SDiss(H&K), TDiss(S), CTonal, MeanRolloff, MeanFlux, StdFlux

17 NMax, S(Z&F), SDiss(S), TDiss(H&K), Mult, MeanCentroid, StdCentroid, StdRolloff, BPM

18 NMax, S(Z&F), TW, SDiss(H&K), SDiss(S), TDiss(H&K), CTonal, Mult, MeanCentroid, StdCentroid,

StdRolloff, StdFlux

19 LN, Centroid, S(Z&F), TW, SDiss(H&K), TDiss(S), Mult, MeanCentroid, MeanRolloff, MeanFlux, Std-

Centroid, BPM

20 LN, Centroid, NMax, SDiss(S), TDiss(H&K), TDiss(S), CTonal, MeanRolloff, MeanFlux, StdRolloff, Std-

Flux, BPM
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argue that the input is not explaining consistent patterns in the output signals and thus

should not be included in the models.
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Figure D.1: Estimated step response for LN.
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Figure D.2: Estimated step response for Centroid.
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Figure D.3: Estimated step response for NMax.
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Figure D.4: Estimated step response for S(Z&F).
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Figure D.5: Estimated step response for TW.
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Figure D.6: Estimated step response for SDiss(H&K).
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Figure D.7: Estimated step response for SDiss(S).
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Figure D.8: Estimated step response for TDiss(H&K).
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Figure D.9: Estimated step response for TDiss(S).
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Figure D.10: Estimated step response for CTonal.
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Figure D.11: Estimated step response for Mult.
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Figure D.12: Estimated step response for MeanCentroid.
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Figure D.13: Estimated step response for MeanRolloff.
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Figure D.14: Estimated step response for MeanFlux.
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Figure D.15: Estimated step response for StdCentroid.
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Figure D.16: Estimated step response for StdRolloff.
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Figure D.17: Estimated step response for StdFlux.
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Figure D.18: Estimated step response for BPM.
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D.2 Model Structures

For all of the models that follow, the inputs and outputs are described using the following

variables:

y(t) is a vector consisting of valence and arousal

u(t) is a vector consisting of the following features measured at time t: LN, Cen-

troid, NMax, S(Z&F), TW, SDiss(H&K), SDiss(S), TDiss(S), CTonal, Mult,

MeanCentroid, MeanRolloff, MeanFlux, StdFlux, BPM

All design variables are displayed in the format used by the System Identification

Toolbox[16].

D.2.1 State-Space Models

PSS1 1: Quickstart First Order

n = 1

Delays =
[

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
]

PSS1 2: First Order with modified delay vector

n = 1

Delays =
[

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
]
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PSS1 3: First Order with modified delay vector

n = 1

Delays =
[

1 0 0 1 1 0 1 0 0 1 0 1 1 0 1 1 1 1
]

The delay vector is the minimum value of each row in Table 5.2.

PSS2 1: Quickstart Second Order

n = 2

Delays =
[

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
]

PSS2 2: Second Order with modified delay vector

n = 2

Delays =
[

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
]

PSS2 3: Second Order with modified delay vector

n = 2

Delays =
[

1 0 0 1 1 0 1 0 0 1 0 1 1 0 1 1 1 1
]

The delay vector is the minimum value of each row in Table 5.2.
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PSS3 1: Quickstart Third Order

n = 3

Delays =
[

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
]

PSS3 2: Third Order with modified delay vector

n = 3

Delays =
[

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
]

PSS3 3: Third Order with modified delay vector

n = 3

Delays =
[

1 0 0 1 1 0 1 0 0 1 0 1 1 0 1 1 1 1
]

The delay vector is the minimum value of each row in Table 5.2.

PSS4 1: Quickstart Fourth Order

n = 4

Delays =
[

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
]

PSS4 2: Fourth Order with modified delay vector

n = 4
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Delays =
[

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
]

PSS4 3: Fourth Order with modified delay vector

n = 4

Delays =
[

1 0 0 1 1 0 1 0 0 1 0 1 1 0 1 1 1 1
]

The delay vector is the minimum value of each row in Table 5.2.

D.2.2 ARX Models

ARX44 1: Quickstart fourth order

na =





4 4

4 4





nb =





4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4

4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4





nk =





0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 0 0 2 0 0 0 1 0 1 0 0 0 0 2





ARX44 2: Fourth order with delays estimated from step responses

na =





4 4

4 4




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nb =





4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4

4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4





nk =





1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1

1 0 1 1 1 0 1 0 0 1 1 2 1 0 1 1 1 2





ARX33 2: Third order with delays estimated from step responses

na =





3 3

3 3





nb =





3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3





nk =





1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1

1 0 1 1 1 0 1 0 0 1 1 2 1 0 1 1 1 2





ARX22 2: Second order with delays estimated from step responses

na =





2 2

2 2





nb =





2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2




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nk =





1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1

1 0 1 1 1 0 1 0 0 1 1 2 1 0 1 1 1 2





ARX11 2: First order with delays estimated from step responses

na =





1 1

1 1





nb =





1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





nk =





1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1

1 0 1 1 1 0 1 0 0 1 1 2 1 0 1 1 1 2





ARXA3V1 1:

na =





1 0

0 3





nb =





1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





nk =





1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





ARXA3V1 2:

na =





1 0

0 3




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nb =





1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





nk =





2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





ARXA3V1 3:

na =





1 0

0 3





nb =





1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





nk =





3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





ARXA3V1 4:

na =





1 0

0 3





nb =





1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





nk =





1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1

1 0 1 1 1 0 1 0 0 1 1 2 1 0 1 1 1 2




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ARXA3V3 1:

na =





3 0

0 3





nb =





1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





nk =





1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





ARXA3V3 2:

na =





3 0

0 3





nb =





1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





nk =





2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





ARXA3V3 3:

na =





3 0

0 3





nb =





1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1




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nk =





3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





ARXA3V3 4:

na =





3 0

0 3





nb =





1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





nk =





1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1

1 0 1 1 1 0 1 0 0 1 1 2 1 0 1 1 1 2





ARX11S 1: Remove inputs TDiss(H&K), StdCentroid and StdRolloff, then fit ARX11

na =





1 1

1 1





nb =





1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1

1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1





nk =





1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1

1 0 1 1 1 0 1 0 0 1 1 2 1 0 1 1 1 2




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ARX21S 1: Remove inputs TDiss(H&K), StdCentroid and StdRolloff, then fit ARX21

na =





2 2

2 2





nb =





1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1

1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1





nk =





1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1

1 0 1 1 1 0 1 0 0 1 1 2 1 0 1 1 1 2





ARX31S 1: Remove inputs TDiss(H&K), StdCentroid and StdRolloff, then fit ARX31

na =





3 3

3 3





nb =





1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1

1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1





nk =





1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1

1 0 1 1 1 0 1 0 0 1 1 2 1 0 1 1 1 2





ARX11S 2: Remove three inputs, and dependence of arousal on valence

na =





1 1

0 1




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nb =





1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1

1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1





nk =





1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1

1 0 1 1 1 0 1 0 0 1 1 2 1 0 1 1 1 2





ARX21S 2: Remove three inputs, and dependence of arousal on valence

na =





2 2

0 2





nb =





1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1

1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1





nk =





1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1

1 0 1 1 1 0 1 0 0 1 1 2 1 0 1 1 1 2





ARX31S 2: Remove three inputs, and dependence of arousal on valence

na =





3 3

0 3





nb =





1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1

1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1




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nk =





1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1

1 0 1 1 1 0 1 0 0 1 1 2 1 0 1 1 1 2





At this stage, the 1st order autoregression models appear to be better than the 2nd and

3rd order autoregression models. Therefore, only 1st order models will be considered.

ARX11S 3:

na =





1 1

0 1





nb =





1 2 1 1 1 1 1 0 1 1 1 2 1 1 0 0 1 1

1 2 1 1 1 1 1 0 1 1 1 2 1 1 0 0 1 1





nk =





1 1 0 1 1 1 1 0 0 1 0 0 1 1 1 1 1 1

1 0 1 1 1 0 1 0 0 1 1 1 1 0 1 1 1 2





ARX11S 4:

na =





1 1

0 1





nb =





1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1

1 0 1 1 1 0 1 0 0 1 1 2 1 0 1 1 1 2




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nk =





1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1

1 0 1 1 1 0 1 0 0 1 1 1 1 0 1 1 1 2





ARX11S 5: Adjust parameters to see which ones are statistically significant

na =





1 1

0 1





nb =





0 2 0 2 1 2 2 1 1 1 2 1 1 1 1 1 1 2

2 0 2 1 1 1 2 1 1 1 2 2 2 1 1 1 1 2





nk =





0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0

0 0 0 1 0 1 0 1 1 0 0 1 0 1 0 0 0 1





ARX11S 6: Adjust parameters to see which ones are statistically significant

na =





1 1

0 1





nb =





0 3 0 2 0 3 2 0 2 1 2 1 1 1 1 1 1 2

2 0 3 2 2 0 2 0 0 0 2 2 1 1 1 1 1 3





nk =





0 0 0 1 0 0 0 0 1 0 0 1 1 1 1 1 1 1

1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0




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ARX11S 7: Try to remove parameters statistically equivalent to zero

na =





1 1

0 1





nb =





0 2 0 2 1 2 2 0 2 0 2 0 0 0 0 0 0 1

1 0 2 2 1 0 2 0 0 0 2 1 1 0 0 0 0 2





nk =





0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0





The confidence intervals are very large. SDissS parameters are no longer statistically

significant from zero.

ARX11S 8: Same as ARX11S 7 but without SDissS

na =





1 1

0 1





nb =





0 2 0 2 1 2 0 0 2 0 2 0 0 0 0 0 0 1

1 0 2 2 1 0 0 0 0 0 2 1 1 0 0 0 0 2





nk =





0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0




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ARX11S 9: To overcome the large output confidence intervals of the previous models, try

combining the arousal from ARX11S 6 with the valence of ARX11S 4

na =





1 1

0 1





nb =





1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 1 1

2 0 3 2 2 0 2 0 0 0 2 2 1 1 1 1 1 3





nk =





1 1 0 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1

1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0




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D.2.3 Final Model Residual Evaluation

Table D.2 compares the autocorrelation function of the residuals for ARX21S 2 and ARX11S 6.

Ideally, no lags are significantly different than zero (lag 0 is not included because it is con-

stant).

Table D.2: ACF residuals of best models

Appraisal ARX11S 6 Significant Lags ARX21S 2 Significant Lags

Allegro - Arousal 1,2 —

Allegro - Valence 1,2 1,2

Aranjuez - Arousal 1 —

Aranjuez - Valence 1,2,3,4,5,6,7,8,12,13 1,2,4,5,6,7,12

Fanfare - Arousal 1 —

Fanfare - Valence 1 —

Moonlight - Arousal 1 —

Moonlight - Valence — —

Morning - Arousal 1,10 5,10

Morning - Valence — —

Pizzicato - Arousal — —

Pizzicato - Valence — —


