
Packet Delay Analysis for Limited Service
Bandwidth Allocation Algorithm in EPONs

Sailesh Bharati
Asian Institute of Technology, Thailand

Email: sa ilesh@yahoo.com

Poompat Saengudomlert
Asian Institute of Technology, Thailand

Email: poompats@ait.ac.th

Abstract—Closed form mathematical expressions of network
parameters such as the mean packet delay are useful for
evaluating the communication network performance in the design
process. This paper provides a derivation of a closed form
expression of the mean packet delay for the limited service
dynamic bandwidth allocation algorithm (DBAA) in an Ethernet
Passive Optical Network (EPON). Using the queuing analysis
framework of a multi-user cyclic polling system with reservation,
we derive the mean packet delay expression by modifying the
expression for the reservation time component of the total packet
delay. The derivation relies on approximating the maximum
transmission time window (TW) per cycle by the maximum
number of transmitted packets per cycle. Results from simulation
experiments indicate that our analysis can accurately predict the
mean packet delay for the limited service in EPONs.

Index Terms—cyclic polling system with reservation, dynamic
bandwidth allocation, EPON, packet delay analysis.

I. INTRODUCTION

An Ethernet Passive Optical Network (EPON) is an inex-
pensive, high capacity, easy-to-upgrade and long operative
access network[1]. It removes the capacity bottleneck be-
tween a high capacity user or a local area network (LAN)
and a backbone network. In its simple architecture, an EPON
consists of an Optical Line Terminal (OLT) at a local exchange
or a central office (CO) and multiple Optical Network Units
(ONUs) at customers’ premises.

In an EPON, a single fiber connects the OLT to a passive
1×N/N×1 optical splitter/combiner which divides/combines
the signal from/to the OLT. Wavelength division multiplexing
(WDM) is used to separate upstream (ONU-to-OLT) and
downstream (OLT-to-ONU) transmissions. While upstream
packets are only received by the OLT, downstream packets are
broadcast to all ONUs. To avoid collisions among upstream
packets from different ONUs, scheduling based on time divi-
sion multiple access (TDMA) is used by the OLT.

In an EPON, the Multi-Point Control Protocol (MPCP) [2]
is a signaling protocol that facilitates the OLT’s allocation
of non-overlapping transmission windows (TWs) to ONUs.
This process of allocating TWs to ONUs is known as a
bandwidth allocation algorithm (BAA). A BAA is considered
to be dynamic BAA (DBAA) if TWs are allocated dynamically
on each cycle based on ONUs’ requests, traffic queues, and so
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on. If the allocation is static in all cycles, then it is regarded
as a static BAA.

MPCP uses two 64-byte messages called GATE and RE-
PORT messages. A GATE message is used by the OLT to
inform an ONU about the length and the start time of the
allocated TW. On the other hand, an ONU informs the OLT
about its TW requirement via a REPORT message. Such
message exchanges among the OLT and ONUs is generally
referred to as polling. MPCP messages are also used to syn-
chronize the clocks of the OLT and ONUs.

Interleaved Polling with Adaptive Cycle Time (IPACT) [3]
is a polling scheme in which ONUs gain access to the upstream
channel sequentially in a cyclic manner. In this scheme, the
OLT transmits a GATE message to the next ONU without
waiting for transmissions from previously polled ONUs to
arrive. Several DBAAs have been proposed based on IPACT.
These algorithms can be classified into at least six different
service types [3] namely fixed, gated, limited, constant credit,
linear credit and elastic. While a large number of DBAAs have
been proposed together with performance evaluation based on
computer simulations, few analytical results are available for
DBAAs in EPONs [4, 5, 6, 7, 8, 9].

In [4], the authors model IPACT mathematically under the
gated service and develop a closed form expression for the
mean granted TW size at high and low ratios between the
traffic load and the OLT-to-ONU distance. In [5], the authors
analyze and derive an expression for the mean packet delay
for the gated service with one ONU but could not extend for
multiple ONUs accurately. In [6], the authors derive a closed
form expression of the mean packet delay for the gated service
with the gating time at the beginning of each TW, which is
different from the actual gated service of IPACT with the
gating time at the end of the data interval in each TW. In
addition, the analytical results in [6] are not verified with any
experiment. [7, 8] provide a closed form expression of the
mean packet delay for the gated service and verify the results
by simulation experiments.

All the above mentioned papers [4, 5, 6, 7, 8] analyze the
gated service; analyzing the limited service is considered more
challenging and is left as an open problem. In [9], the authors
analyze both the gated and limited services. However, their
model is limited to fixed packet sizes. In this paper, we derive
an expression of the mean packet delay for the limited service
in an EPON. Unlike in [9], the analysis is applicable for a



general packet size distribution. We use queuing theory for
the analysis and verify the results by simulation experiments.

The paper is structured as follows. Section II discusses re-
levant queuing analysis of a polling system for various types of
the gating time, and points out basic differences between the
standard polling system and an EPON. Section III discusses
the system model and various assumptions for the analysis that
follows. In section IV, we derive a closed form expression of
the mean packet delay for the limited service. We validate
our analysis with simulation results in section V. Section VI
provides a summary of our contribution.

II. QUEUING ANALYSIS OF POLLING SYSTEMS

In the traditional cyclic polling system with reservation [10],
each time slot used by a single user consists of two intervals,
which are the reservation interval followed by the data interval.
In a reservation interval, the corresponding user transmits a
control message to take over or reserve the channel for the data
interval that follows. The choice of packets to be transmitted
in a particular data interval differentiates the system types
among gated, exhaustive, and partially gated systems [10]. In
the gated system, a reservation is made only for packets that
arrive before the reservation interval. In the partially gated and
the exhaustive systems, a reservation is for packets that arrive
before the end of the reservation interval and for packets that
arrive before the end of the data interval respectively.

All packets wait for some time in their queues before being
transmitted. We refer to the waiting time of a packet in a queue
as the packet delay random variable W , and denote its mean
by W . The packet delay can be divided into three components,
namely the time for prior packets in the queue to be transmitted
(Q), the total time of reservation intervals involved (Y ) and
the residual time of the current data or reservation interval
(R), yielding W = Q + Y + R [10].

A. N-User M/G/1 System with Reservation

Consider a cyclic polling system in which time slots are
allocated to N users in a round robin fashion. Let the service
time of each user’s packet be random with mean X and second
moment X2. Let each user’s reservation time be random
with mean V and second moment V 2. All service times and
reservation times are independent. Packets from all users arrive
according to a Poisson process of rate λ, i.e., λ/N is the arrival
rate from a single user. Let ρ = λX denote the total traffic
load. The analysis of an M/G/1 queueing in a partially gated
system with reservation yields [10]

Q = ρW, (1)

Y = (N + 2ρ− 1)V /2, (2)

R = λX2/2 + (1− ρ)V 2/2V , (3)

W = λ
X2

2(1− ρ)
+

(N + ρ)
2(1− ρ)

V +
σv

2

2V
, (4)

where σv
2 is the variance of a reservation time.

B. Limited Service System
In the limited service considered in [10], users are allowed

to transmit only one packet at a time. After a user transmits
up to the maximum of one packet, the server switches to
serve another user. When a packet arrives for user i, the
average number of packets ahead of this newly arrived packet
is NQ/N , where NQ is the total number of packets in the
queues and is equal to λW . Hence, each of these NQ/N
packets causes the new packet to wait for additional delay
NV , causing Y to increase by λWV . From [10], the mean
packet delay for a partially gated system that is limited to one
packet transmission at a time is

W =
λX2 + (N + ρ)V + (1− ρ)σv

2/V

2(1− ρ− λV )
. (5)

C. Additional Considerations for EPON
The IPACT algorithm for EPON can be viewed as polling

considered in the previous section. In this polling system, each
ONU sends to the OLT a REPORT message, which can be
considered as a reservation request for a TW for the next
scheduling cycle. The time epoch when a REPORT message
is sent is known as the gating time. The requested TW is
equal to the ONU’s queue size at the gating time. Unlike the
polling system discussed in the previous section, reservation
by a REPORT message is done after (instead of before) the
data interval. As a result, the above analysis cannot be directly
applied to EPON.

In the limited service considered in [10], a data interval is
limited in term of the number of packets, i.e., one packet. In
case of an EPON, a TW is limited in terms of its length (in
s) or size (in bit). Hence, the analysis in [10] cannot directly
be used for EPON’s limited service. To modify the analysis,
we make an approximation through mapping the maximum
allowable TW size Wmax to the maximum number of packets
ηmax that can be transmitted. Since we may have ηmax > 1,
which is different from [10], we calculate the extra reservation
time that depends on ηmax.

Details of this mapping and calculation of extra reservation
delay due to the difference between the limited service in an
EPON and the limited service in [10] will be discussed in
sections III and IV respectively.

III. SYSTEM MODEL

Consider an EPON with single-stage buffers at ONUs, as
shown in Fig. 1. It consists of N ONUs that are identical in
terms of the statistics of packet arrivals and service times. We
focus on upstream transmissions, which are more challenging
than downstream transmissions since transmitted packets from
different ONUs could potentially collide.

Each ONU is connected to the OLT via a common fiber
link between the splitter/coupler and the OLT. As in [3], the
scheduler in the OLT performs cyclic inter-ONU scheduling
whose ONU order is the same for every polling cycle. Each
ONU queue uses a first-in-first-out (FIFO) scheme to select
packets for transmission in its TW. Assume that each ONU
has a buffer large enough so that there is no packet drop.



Fig. 1. EPON model with single-stage buffer.

When a packet arrives at an ONU, the ONU stores that
packet in its buffer. Only the packets which were reported in
the last reservation are eligible to be transmitted in the ONU’s
current TW. As soon as these packets have been transmitted,
i.e., at the end of the data interval or equivalently at the gating
time, the ONU transmits a REPORT message informing the
OLT about its remaining queue size at the gating time. As
indicated in Fig. 1, the gating process can be viewed as setting
up a gate to allow only packets ahead of the gate to be trans-
mitted in the next TW. A REPORT message and the guard
time to set up or turn on/off the hardware of adjacent ONUs
form a reservation interval of an ONU [11, 12].

Packet arrivals to each ONU’s queue form a Poisson process
with rate λ/N . The packet service times are random with the
first and second moments equal to X and X2. The reservation
times are random with the first and second moments equal to
V and V 2. All service and reservation times are independent.
Denote the overall traffic load by ρ = λX . The mean
reservation time is the sum of the mean guard time and the
time to transmit a REPORT message, i.e.,

V = tg + 8LREPORT /CUPSTREAM , (6)

where LREPORT is the size of a REPORT message (in byte),
tg is the mean guard time and CUPSTREAM is the upstream
transmission capacity of a fiber (in bps). In an EPON, the OLT
may or may not allocate a TW equal to what was requested
by an ONU. In this paper, we shall focus on the limited
service [3]. In the limited service, the OLT does not allocate a
TW more than the maximum allowable TW Wmax. Wmax is
constant for all ONUs as they are symmetric, and is calculated
as [12]

Wmax = (T cycle/N − V )CUPSTREAM (in bits), (7)

where T cycle is maximum cycle time (in s).
For convenience, we define the parameter ηmax as the

maximum number of packets that each user is allowed to
transmit in a single data interval. Approximately, we can write

ηmax = bWmax/XCUPSTREAMc. (8)

As Wmax is the same for all ONUs, so is ηmax. Note that
(8) is an approximation for a tractable analysis of the mean
packet delay. In particular, the analytical framework allows
for cases where the allocated TW exceeds Wmax, but the
condition Wmax ≤ Xηmax/CUPSTREAM is maintained on

average. Based on this approximation, an ONU will not be
served with more than ηmax packets in each cycle.

As discussed in section II, because of the nature of gating
in EPON, we focus on the limited partially gated system
for reporting packets in queues. Since multiple ONUs make
reservations for TWs with the OLT in a cyclic manner, our
system can be modeled as a limited multi-user M/G/1 queueing
system with reservation. We decompose the mean packet delay
into three components as mentioned in section II. The delay
components Q in (1) and R in (3) are still applicable. However,
the reservation time component Y needs to be modified for
the limited service.

IV. MEAN PACKET DELAY OF LIMITED SERVICE

In this section, we shall derive a closed form expression of
the mean waiting time experienced by an arbitrary packet in a
queue of an ONU in limited service for EPON. We shall refer
this waiting time as the mean packet delay in what follows.
For EPON’s limited service, a reservation interval is different
from the limited partially gated system in [10] due to the
fact that in EPON’s limited service (i) the maximum number
of packets served in a data interval may exceed 1 and (ii)
the gating time is different from the partially gated system.
The following lemmas describe consequences of these two
differences.

Lemma 1: Given that each user cannot send more than
ηmax packets per cycle, the mean reservation delay in the
limited partially gated system is Y = (N + 2ρ − 1)V /2 +
λW V /ηmax.

Proof: Let NQ be the mean total queue size (in terms
of number of packets) in the whole system. As users are
symmetric, the mean queue size for each user is NQ/N . Since
each user can transmit only up to ηmax packets at a time, each
group of ηmax packets among NQ/Nηmax = λW/Nηmax

groups causes an additional cycle of reservation compared
to that of the partially gated system in (2). Hence, for the
partially gated system limited to ηmax packets, Y increases
by NV × λW/Nηmax = λW V /ηmax and is equal to

Y = (N + 2ρ− 1)V /2 + λW V /ηmax, (9)

which conclude the proof.
Lemma 2: Given that each ONU cannot send more than

ηmax packets per cycle, the additional mean reservation delay
for the limited service in EPON compared to the limited
partially gated system is (N − ρ)pV , where p is the steady-
state probability that a new packet finds its owner under-loaded
such that the next request is not more than ηmax packets.

Proof: Fig. 2 shows the basic difference between the two
systems. The time period indicated with ‘b’ indicates a time
interval during which a packet arriving to an under-loaded
ONU will experience an additional reservation delay. In this
time period, a packet can arrive during either a data interval or
a reservation interval belonging to its own ONU or to another
ONU. In lemma 3, which we shall be shortly presented, the
steady-state probability p is derived.



Fig. 2. Comparison of the limited partially gated system (top) and the limited
service in EPON (bottom).

TABLE I
MEAN RESERVATION DELAY DIFFERENCE BETWEEN THE LIMITED
PARTIALLY GATED SYSTEM AND THE LIMITED SERVICE IN EPON

Packet arrive during: Reservation delay 4Y
Own data interval
Limited-partially gated system NV 0
Limited service in EPON NV
Own reservation interval
Limited-partially gated system 0

(2N − 1)V
Limited service in EPON (2N − 1)V
Data interval of ONU j > 1∗

Limited-partially gated system (N − j + 1)V
NV

Limited service in EPON (2N − j + 1)V
Reservastion interval of ONU j > 1∗

Limited-partially gated system (N − j + 1)V
(N − 1)V

Limited service in EPON (2N − j)V
*Without loss of generality, assume that the arriving packet of interest

belongs to ONU 1.

Table I shows additional reservation time for the limited
service in EPON compared to that of the limited partially
gated system during four possible types of time intervals. Each
value of reservation delay is obtained from direct counting. We
assume that the packet of interest arrives in an under-loaded
ONU. Note that if the packet arrives in an over-loaded ONU,
it cannot be served in the next TW due to the limited service,
and thus the change in the gating time results in no additional
reservation delay.

From Table I, any packet that arrives in an under-loaded
ONU during a data interval of another ONU experiences
additional reservation time NV . If its arrival is during a
reservation interval of another ONU, the packet experiences
additional reservation time (N − 1)V . Finally, any packet
that arrives during a reservation interval of its own ONU
experiences additional reservation time (2N − 1)V .

Since the packet arrives with probabilities ρ and 1 − ρ in
data and reservation intervals respectively, the probability of
a packet arriving in an under-loaded ONU during data and
reservation intervals are pρ and p(1−ρ) respectively. It follows
that the increase in reservation time 4Y for EPON’s limited
service compared to that of the limited partially gated service
is

4Y =pρ
(N − 1)

N
NV + p

(1− ρ)
N

(N − 1)(N − 1)V

+ p
(1− ρ)

N
(2N − 1)V = (N − ρ)pV ,

(10)

which concludes the proof.
From (9) and (10), the mean reservation time for EPON’s

limited service is given by

Y = (N + 2ρ− 1)V /2 + λW V /ηmax + (N − ρ)pV . (11)

Adding (1), (3), and (11), we can find the mean delay
experienced by an arbitrary packet as stated formally below.

Theorem 1: The mean packet delay for an EPON with the
limited service is

W =
λX2 + (N + ρ + 2p(N − ρ))V + (1− ρ)σv

2/V

2(1− ρ− λV /ηmax)
.

(12)
Note that theorem 1 indicates that the stability condition for the
limited service is ρ+λV /ηmax < 1. It remains to compute the
steady-state probability p in theorem 1. To do so, we model
each ONU’s queue as an M/G/1 system, and use the result
in [13] based on martingales [14] and Little’s law [10]. The
following lemma states the result in [13].

Lemma 3: Consider an M/G/1 system with arrival rate λ
and service time probability mass function (PMF) b(x). The
steady-state probability that an arriving packet finds more than
k packets in the system, denoted by gk, is [13]

gk = 1− (1− ρ)fk(1), (13)

where the involved quantities are as follows.

fk(z) = v(I− Pk)−1zT ,
v = (e1 + uek),

e1 = [1, 0, ..., 0], ek = [0, 0, ..., 1] (1× k vectors),

u =
(1− a0e1(I− Pk)−1eT

k )(1− a0ek(I− Pk)−1eT
k )

a0ek(I− Pk)−1eT
k

,

I = k × k identity matrix,
z = [z, z2, ..., zk],

B∗(z) = Laplace transform of b(x),

a(z) = B∗(λ− λz) =
∞∑

i=0

aiz
i,

Pk =




a1 a2 a3 ... ak−2 ak−1 ak

a0 a1 a2 ... ak−3 ak−2 ak−1

0 a0 a1 ... ak−4 ak−3 ak−2

... ... ... ... ... ... ...
0 0 0 ... 0 a0 a1




.

Using lemma 3, we can write the expression for the steady-
state probability p of finding an ONU under-loaded, as stated
formally in the next lemma.

Lemma 4: Consider each ONU’s queue as an M/G/1 sys-
tem. The steady-state probability that a new packet finds its
ONU under-loaded, i.e., with no more than ηmax packets in
the system (including itself), is equal to p = (1− ρ)fηmax(1),
where fk(·) is given in lemma 3.

Proof: Using the definition of gk, we can write p = 1−
gηmax . Then, using (13) yields the desired result.

Finally, to facilitate the computation of p, we provide an
explict expression for coefficients ai which has not been
provided in [13]. From a(z) = B∗(λ − λz) and the Laplace
transform B∗(s) =

∑
x∈X e−sxb(x), where X is the set of all

possible service times. Hence we can write

a(z) = B∗(λ− λz) =
∑

x∈X
e−λxeλzxb(x). (14)



Now expanding eλzx in (14), we get

a(z) =
∞∑

i=0

[∑

x∈X

e−λx(λx)ib(x)
i!

]
zi,

which implies that

ai =
∑

x∈X

e−λx(λx)ib(x)
i!

. (15)

V. SIMULATION RESULTS

In this section, we present results from simulation experi-
ments and compare them with analytical results obtained in
section IV. Simulations are carried out using MATLAB. We
consider an EPON system as discussed in section III. The
number of ONUs N is set to 8, 16, and 32. The capacity
of the upstream channel CUPSTREAM is taken as 1 Gbps.
The mean guard time tg is set to 1 µs, with the variance set
to zero. From the MPCP standard, the REPORT message size
LREPORT is set to 64 bytes. From (6), the reservation interval
has mean V = 1512 ns and variance σv

2 = 0. For the limited
service, T cycle is set to 1 ms and 0.5 ms.

The packet payload sizes vary from 64 to 1518 bytes
with the distribution based on [2, 6] as follows: 64 bytes
(47%), 300 bytes (5%), 594 bytes (15%), 1300 bytes (5%),
and 1518 bytes (28%). Assuming the inter-frame gap of 12
bytes, the corresponding service times for these packet sizes
are 0.608 µs, 2.496 µs, 4.848 µs, 10.496 µs, and 12.240
µs, with the mean X = 5.090 µs and the second moment
X2 = 51.468 (µs)2. Assume that packet arrivals to each ONU
form a Poisson process with rate λ/N . We vary the total traffic
load ρ = λX from 0.1 to 0.95 using the increment of 0.5 in
simulation.

Fig. 3. Mean packet delay for the limited service with T cycle = 1 ms.

Fig. 3 and 4 compare the mean packet delay obtained from
simulation and analytical results for the limited service with
T cycle equal to 1 ms and 0.5 ms respectively. We observe a
close match between simulation and analytical results, which
verify the analytical results in section IV.

VI. CONCLUSION

We derived a closed form expression of the mean packet
delay for an EPON with the limited service as the DBAA.
The derivation is based on modeling an EPON as a multi-user
M/G/1 queue with reservation. Since an EPON differs from

Fig. 4. Mean packet delay for the limited service with T cycle = 0.5 ms.

the traditional M/G/1 system because (i) it is not a broadcast
system for upstream transmissions, (ii) the maximum packet
transmission limit may be more than 1, and (iii) the reservation
interval is after the data interval in an allocated TW, we mod-
ified the mean packet delay analysis to take into account these
differences. The analytical expression of the mean packet delay
was later verified with results from simulation experiments.
Form the simulation experiments, we found that the analysis
of the limited service is accurate.
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